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Abstract—Social media postings using smartphones (referred
to as crowd-sensed data) can often facilitate real-time detection
of key physical events in applications like disaster recovery or
in smart cities. These postings also often contain visual content
(e.g., images) that can be used to obtain zoomed-in views of such
events. These crowd-sensed data are likely to be of large volume
and distributed across a plurality of producers (e.g., cloudlets).
Blindly transferring this large volume of raw data from the
producers to a consumer will induce information overload and
consume very high bandwidth. The problem is exacerbated in
scenarios with limited bandwidth (e.g., after a disaster). In this
article, we design BigEye, a novel framework that only trans-
fers very limited data from the distributed producers to a central
summarizer, and yet supports: 1) highly accurate detection and
2) concise visual summarization of key events of global interest.
In realizing BigEye, we address several challenges including:
1) identifying events that have the highest global interest via
the transfer of appropriate limited metadata from the produc-
ers to the summarizer; 2) reconciling metadata that could be
inconsistent across the producers; and 3) the timely retrieval of
visual summaries of the key events given bandwidth constraints.
We show that BigEye achieves the same accuracy in detecting
key events, as a system, where all data are available centrally
while transferring only 1% of the raw data volume. Compared to
the baseline approaches, BigEye’s parallelized transfer of visual
content reduces the average delay by 67%.

Index Terms—Crowd sensing, data summarization, distributed
event detection, resource constrained networks, smart cities,
social sensing, visual summaries.

I. INTRODUCTION

PEOPLE share and disseminate postings on real-life events
on social networks via smartphones (which can be

considered the de facto most widely used IoT devices today).
Such postings provide an inherent sensing capability [1]
(defined as crowdsensing or social sensing in [2]). Specifically,
as pointed out in prior papers [1], [3], [4], user posts relating
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to real-time information about events (e.g., protests and earth-
quakes) on social media networks, can be considered as
IoT sensor outputs that provide knowledge of interest with
regards those events. In fact, news reports suggest that Harvey
storm victims used social media to communicate about critical
events [5] during/after the disaster. We also point out that it is
quite common for such user postings (e.g., using Twitter) to
contain images that can be used for composing zoomed-in (or
more informative) visual summaries of key events.

In scenarios like disaster aftermaths, one can visualize
crowdsensed data to be dispersed across a set of geograph-
ically distributed “producers,” because of the strained infras-
tructure. For example, one can envision the user postings (we
also call them microblogs) within a local geographical region
to be sent (streamed) to a common server (e.g., a cloudlet [6]
or a local server [7], [8]), which can be considered to be a pro-
ducer. While using microblogs as IoT-sensed outputs toward
detecting physical events has received some recent attention
(e.g., [3] and [4]), these prior efforts assume that all crowd-
sensed data are available centrally instead of being distributed
across geographically spread producers; the latter is a more
accurate representation of what happens in practice.

Blindly transporting all the raw data from such producers to
either the consumer, or to a central entity for analytics will not
only cause an information overload at that entity but also strain
the network in terms of bandwidth consumption potentially
resulting in network congestion. In addition, a large part of this
voluminous data will have redundant information, and might
not contribute to extracting useful information (e.g., detect-
ing events of interest). The problem of data transportation is
exacerbated in scenarios such as natural disasters wherein it
is very common for network infrastructure to be damaged; in
such cases, the available bandwidth is constrained significantly
making it prohibitive to transfer raw data. Again, going back to
the example of the tropical storm Harvey, the failure of several
cell towers [9] strained the available bandwidth. Because of
this, it becomes imperative to only retrieve small amounts of
data from the distributed producers, and yet be able to detect
events of global significance with high accuracy. Our work
targets this important problem.

Specifically, in this article, we design an IoT service, we
call BigEye, using which global events can be detected
with very high accuracy, by only sharing very small amounts
of information (metadata) between the distributed producers
(with raw crowdsensed data) and a central entity (which we
call summarizer). Once global events are detected, BigEye
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facilitates the transport of limited content in the form of
images/videos to the summarizer, which then composes a
visual summary from the same detected events to provide
the appropriate information to gain insights with regards to
these events of interest. These summaries can then be sent to
a consumer (e.g., search and rescue personnel after a disas-
ter). We implement BigEye using Twitter (which provides
user postings of the type of interest) as a proxy, and showcase
its benefits. Thus, without loss of generality, in the rest of this
article, we refer to user postings as tweets.

Challenges: The challenges in designing BigEye are mul-
tifold. First, each producer only has a local view of events
and, thus, is unable to by itself determine which events are of
global significance. On the other hand, transferring all local
data from all producers to the central summarizer is prohibitive
and wasteful. The challenge then is “how do we identify key
global events by only transferring limited metadata from each
producer to the summarizer?” Second, multiple producers may
detect the same global event via sensed triggers, but there
is no easy way to determine that the triggers correspond to
the same event. Unless we are able to make this determina-
tion, redundant content (e.g., unnecessary visual data) may
be retrieved by multiple producers. Thus, “how do we recon-
cile (possibly inconsistent) metadata from multiple producers
that correspond to a common event?” Finally, once the events
are detected, we seek to retrieve a limited amount of visual
content with minimum latency from the multiple producers to
compose a summary. The challenge here is to identify “which
producer will send what content in order to maximize the level
of parallelization of retrieval, given that the bandwidths to the
different producers could be different.”

Approach in Brief: Briefly, with BigEye, each producer
first individually identifies local events likely to have global
importance (or interest) using a metric which is called the
local information gain. The producer then pushes metadata
pertaining to these local events to a central summarizer. The
summarizer then assesses the need for any additional meta-
data and pulls the same from the proper subset of producers.
As one of our contributions, we formally show that via an
appropriate choice of the number of local events at each pro-
ducer, we can guarantee that the detected key global events are
identical to the ones detected if all the data are made available
centrally. Once the global events are detected, BigEye uses a
lightweight method to reconcile common events across a plu-
rality of producers. Finally, using lightweight measurements
of bandwidths to the various producers, it uses an intelligent
algorithm to parallelize the transfer of visual content from
the producers to compose visual summaries of all such events
within a very short time (ideally, we want to do this in min-
imum time but we show this is NP-hard). This article is an
extension of our work [10], where, in this work, we introduce
all BigEye modules and show its overall merits.

Summary of Our Contributions: A summary of our contri-
butions in this article are as follows.

1) We propose a method within BigEye that allows the
detection of key global events when the crowdsensed
data are distributed across multiple distributed produc-
ers. Via the transfer of just 1% of the data from the
producers to a central summarizer (in the form of

metadata), we show that BigEye is able to detect all
key global events that would have been detected if all
the data was available centrally.

2) BigEye includes a module that reconciles events across
producers without having to transfer the entire con-
tent corresponding to these events to the central entity
(Section V). We call this “consolidation” of events
across producers. We show that consolidation further
reduces the communication costs by 60% on average.

3) We show that we can map the problem of select-
ing visual objects with the highest scores to be sent
from each producer to the summarizer, such that we
ensure a certain number of visual objects per event
while minimizing latency, to a multidimensional knap-
sack instance [11]; this is an NP-Hard problem. Given
this, we design an online algorithm that: a) dynamically
estimates bandwidth to each producer and b) fetches
visual objects in parallel greedily from the producers
given these estimates. Our experiments show that com-
pared to baseline approaches, BigEye’s parallelized
transfer of visual content reduces delay by 67%.

II. BASELINE CASE: CENTRALIZED DETECTION

We first provide a description of a baseline method which
allows global event detection when all the data are centrally
available. The approach is largely based on the approach
(called Storyline) by Wang et al. [4]. We start by describ-
ing the “information gain metric” used to detect global events
in Storyline in this section. In Section IV, we show how we
can transition from this global metric to an appropriate local
metric that facilitates the detection of key global events in the
distributed settings that we are interested in.

“Information gain” is a commonly used metric for detecting
discriminative features [12]. In Storyline, this metric is used to
measure the burstiness in the co-occurrence of pairs of uncom-
mon words (keyword pair) in a stream of tweets (microblog
objects are used as sensor outputs) between two time epochs.
The keyword pairs are considered to be discriminative features
and to be associated with physical events of interest. For exam-
ple, given a key physical event where “a drunk driver kills a
running dog on the bridge,” the microblog data would expe-
rience a bursty surge in the keyword pair (driver, drunk) at a
specific time epoch. The approach enables event demultiplex-
ing, i.e., identifying separate events that belong to the same
global scope. For example, in a disaster scenario, one might
be interested in distinguishing between multiple areas with
humans in distress (and not identify them as the same issue) so
that the human responders can take proper actions. Formally,
the information gain associated with a keyword pair sz, across
time windows k − 1 and k is given by [4]

infoGain = H(Y)− H(Y|sz). (1)

In the above equation, H(Y) and H(Y|sz) are computed as
follows:

H(Y) = − Nk

Nk + Nk−1
log

Nk

Nk + Nk−1

− Nk−1

Nk−1 + Nk
log

Nk−1

Nk + Nk−1
and (2)
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Fig. 1. High level depiction of BigEye with its modules.
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where Nk is the number of tweets in the current (kth) time
window, and Nk−1 is the number of tweets in the imme-
diately previous time window, k − 1. Nz

k and Nz
k−1 are the

number of tweets that contain the keyword pair sz in the
current and previous time window, respectively. Note that,
roughly, these expressions characterize the entropy (condi-
tional entropy) relating to the occurrence of tweet volume
(number of tweets with the specific keyword pair) in consec-
utive time windows. More details can be found in [4] and are
omitted in the interest of space. A threshold is chosen, and all
keyword pairs whose information gains are higher than that
threshold are considered to have associated physical events
that are of interest.

III. OVERVIEW AND ASSUMPTIONS

We envision that BigEye is used in an architecture that
comprises a set of producers, a summarizer, and one or more
consumers (users). BigEye seeks to identify key events of
global interest, occurring at specific time windows of fixed
duration (we also call these windows epochs). A producer is an
entity that collects sensed data from within a local region (e.g.,
a microblog repository). Let m be the number of producers;
each producer is denoted by Pi, where i = 1, 2, . . . , m. In
BigEye, we assume that the time epochs are synchronized
across all producers (we assume that protocols such as NTP
can enable this [13]); without loss of generality, we denote the
index of the time window of interest by k.

The summarizer is a central entity (e.g., a server) that
receives appropriate data from all the producers, identifies
key events, and composes a summary. We assume that all the
producers are connected to the summarizer via a network of
arbitrary topology. The transfer of all local data from m pro-
ducers to the central summarizer is considered to be large and
prohibitive in terms of bandwidth consumption (either because
of limited bandwidth, congestion, or both). This will typically
be the case in scenarios such as disaster recovery, wherein
loss of infrastructure can induce significant constraints on the
available bandwidth (e.g., fewer functional base stations or
access points). Blindly sending the large volume of data can
have significant consequences. First, because of the sheer vol-
ume, significant delays may be experienced. This, in turn,
induces significant delay in aggregating the data of interest (or
importance) from the multiple producers. This, in turn, delays
the inferences relating to events detection, which can cause
response delays (especially in disaster scenarios when fast
response is critically). We point out that if instead, inferences

are based on partially received data, suboptimal decisions may
be made and the response resources may be directed at less
than critical points of need.

Without fine-grained information relating to the events
of interest, the summarizer may experience confusion with
respect to multiple events, often categorizing them to be the
same. This increases the rate of false negatives (some of
these may be missed completely). It is also possible that the
false-positive rates relating to events could increase due to
decisions made with coarse grained information. In this work,
we propose, BigEye, a system that deals with the aforemen-
tioned conditions and is able to detect events accurately with
low latency. Furthermore, it has the ability to disambiguate
events that occur across a wide reach (referred to as global
events), thereby allowing their precise identification for proper
response delivery.

In BigEye, each producer identifies a set of local events
that are likely to be of global interest or importance. It gen-
erates appropriate metadata corresponding to these events,
and pushes the metadata to the summarizer. While multiple
producers may report the same global event albeit with
inconsistent metadata, BigEye allows the summarizer to rec-
oncile/consolidate such events. With BigEye, the summarizer
also triggers the intelligent retrieval of visual content from
the appropriate producers to compose visual summaries of all
the key events within a very short time. These precise visual
summaries will enable disambiguation across events, thereby
allowing response delivery to all events that are of importance.
A depiction of the modules and composition of BigEye is
shown in Fig. 1.

A consumer or user is connected to the summarizer, and
queries for summaries of key events. We assume that a query
provided by a user belongs to a specific scope (e.g., protest,
army conflicts, etc.) and the producers collect the data that
match such queries.1 Each producer observes postings com-
posed of short descriptions of their context with attached
multimedia (videos/images) (e.g., tweets). BigEye takes this
information as an input and produces summaries that are com-
posed of global events of interest plus a visual summary that
provides additional context which provide detailed information
and also allow disambiguation of similar but separate events.

Motivating Our Vision: To exemplify our vision, we
describe an example where our framework can find application
and help significantly. A rescue operator is interested in iden-
tifying/detecting the key global events in a disaster affected
area. Let us recall the previously mentioned example relating
to hurricane Harvey, wherein the victims posted tweets relat-
ing to their surroundings, with textual and visual content. The
postings are sent to the nearest cell tower or cloudlet (we refer

1The communications between the user and the summarizer are out of the
scope of this article.
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TABLE I
KEY NOTATION

to these as producers in this article); because of bandwidth
constraints, carrying a possibly a large sets of tweets with
visual content beyond this local infrastructure in near real-
time will be problematic. Thus, a central controller where the
rescue operator (user) resides might not be able to receive this
information, or process it in a timely manner. Here, is where
BigEye comes into place; it enables the rescue operator who
only has limited connectivity to the producers, to identify the
key global events without retrieving the raw generated data
in its entirety, from the producers. For example, the global
event may be a “major flooding in a specific street or neigh-
borhood,” “pets are in danger in a certain area” or “the 911
network has broken-down.” The rescue operator can then take
proper action, based on the detected “event-level” information.

The key notations used in this article are summarized in
Table I.

IV. DISTRIBUTED EVENT DETECTION

Compared to prior approaches (in particular, the baseline
described in Section II), BigEye distinguishes itself in that
it applies in a realistic scenario where the crowdsensed data
are dispersed across a plurality of geographically distributed
producers. If one was to blindly transport all the raw data that
are available at these producers to a central summarizer (which
can then create summaries as discussed before), the bandwidth
consumed will be prohibitive, especially in scenarios such as
disaster recovery. Because of this constraint, when building
BigEye, we try to answer the question “How can we deter-
mine the events that are of global significance without having
to transfer all raw data to the central summarizer?”

The information gain metric previously discussed in
Section II is based on an underlying assumption that the entire
raw data are centrally available. However, this assumption does
not hold and each producer only has a local view. Thus, needed
is an approach wherein the significance of a local event can be
estimated with respect to its the global importance (i.e., will

Fig. 2. H(Y|s) with varying ps. p0
s and p1

s are two intersecting points with
H(Y)− threshold.

a local event also be flagged as a key global event if the data
was available centrally?). If all the producers were to simply
report the “number of tweets” to the summarizer, in the two
consecutive time windows of interest (say k− 1 and k), H(Y)

can be computed. However, the challenge lies in computing
H(Y|sz) globally since: 1) all keyword pairs and the associated
tweets are not known centrally and 2) each producer will only
see part of the data and can only compute H(Y|sz) based on its
local data set. To address these issues, we first map a global
requirement on information gain (and, thus, H(Y|sz)) to a local
requirement at each individual producer. Later, we reconcile
inconsistencies by having the summarizer pull appropriate data
from a subset of producers.

What values should the global H(Y|sz) take to achieve high
information gain? Before, we describe our approach in more
detail, we first ask the above question. As pointed out above,
H(Y) only depends on the number of tweets in consecutive
time windows. Thus, the discriminatory term that dictates the
information gain with respect to a keyword pair (say sz) is
H(Y|sz). It is obvious that the lower the value of this term,
the higher the information gain associated with the keyword.
With reference to (3), let us define ps = [Nz

k/(N
z
k + Nz

k−1)].
Then, [Nz

k−1/(N
z
k−1+Nz

k)] = 1−ps. In Fig. 2, we plot H(Y|sz)

as a function of ps. We see that the lowest values of H(Y|sz)

(yielding the highest information gain) are achieved when ps is
very small or very large (approaches 1). Since ps corresponds
to the probability of having a high number of tweets in frame
k relative to the previous frame, it must be large (not small) in
order to reflect a new event of interest (otherwise, it indicates
an event that was of interest in frame k−1 but has died down).
In other words, the takeaways from the above discussion are:
1) H(Y|sz) must be small (say some small value ε) and 2) the
corresponding probability ps as defined above must be large
(we require it to be > 0.5).

Let r be the ratio of occurrence of a keyword pair in the
current time epoch to the corresponding occurrence in the
previous time epoch. Let p∗s be the value of ps that makes
H(Y|sz) = ε. Since we cannot directly obtain p∗s in a closed
form by solving H(Y|sz) = ε, we numerically solve it using
the Newton method [14] and from among the results, choose
the value that is > 0.5. From p∗s , we compute (Nz

k/Nz
k−1) and

denote it as r∗. r∗ is the minimum (global) threshold with
respect to the ratio of occurrences of a keyword pair in consec-
utive time epochs, that must be met if the associated keyword
pair is to signify an event of interest. In other words, if for a
keyword pair r ≥ r∗, then that keyword pair is a discriminative
pair. Next, we provide a formal proof of this claim.
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Lemma 1: Any pair with ps ≥ p∗s has a ratio of occurrence,
r greater than or equal to r∗.

Proof:

ps = Nz
k

Nz
k + Nz

k−1
(4)

psN
z
k − Nz

k = −Nz
k−1ps (5)

Nz
k

Nz
k−1
= ps

1− ps
. (6)

Note that r is nothing but (Nz
k/Nz

k−1). If we can show that
[ps/(1− ps)] is a nondecreasing function, i.e., [ps/(1− ps)] ≥
[p∗s /(1 − p∗s )] if ps ≥ p∗s , then we can infer that r ≥ r∗ if
p ≥ p∗s . Let us denote [ps/(1 − ps)] by F(ps). We show that
F(x) ≤ F(y) for 0 < x ≤ y < 1. We need to show that

x

1− x
≤ y

1− y
or (7)

x(1− y) ≤ y(1− x) or (8)

x− xy ≤ y− xy or (9)

x ≤ y (10)

which is true by assumption.
Choosing a Local Threshold: Given the global threshold r∗,

we need to derive an appropriate local threshold; each producer
would estimate r with respect to each keyword pair and if this
r is lower than the local threshold one can deem that those
keyword pairs are not of global interest. In order to retrieve
all the discriminative pairs of global interest (those that would
have been detected if all data was available centrally) we need
to be conservative, i.e., the choice of the local threshold must
account for the worst case scenario. By doing so, we can
achieve the same precision and recall values with BigEye,
compared to a centralized baseline (discussed in Section II).
We point out here that one may experience an outlier case,
where there are no (zero) tweets with a keyword pair in win-
dow (k−1) but a significant number in window k; to avoid the
divide by zero possibility, we assume that each pair appears
at least once at each time window; this fix has almost no
influence on the ratios that we are trying to compute.

Given the above threshold and based on the following the-
orem, we choose the local threshold to be (r∗/m) if there are
m producers.

Theorem 1: If a keyword pair has a global ratio of occur-
rence r which is ≥ r∗, the local ratio of occurrence of that
keyword pair must be larger than or equal to (r∗/m) at one or
more of m producers.

Proof: Let the number of occurrences of a keyword pair
in the current and previous time windows be Nz

k and Nz
k−1,

respectively. The ratio of occurrence of the pair at the global
level (Nz

k/Nz
k−1) ≥ r∗.

Case 1 ([Nz
k/m] Is an Integer): Let the number of occur-

rences of the pair in the current time window (window
k) at the local producers be the following: (Nz

k/m) + c1,
(Nz

k/m) + c2, . . . , (N
z
k/m) + cm, where ci and (Nz

k/m) are
integers.

The summation of all the occurrences, across all producers
should be equal to the global count Nz

k, i.e., ([Nz
k/m]+ c1)+

([Nz
k/m]+ c2)+ · · · + ([Nz

k/m]+ cm) = Nz
k.

Thus, m(Nz
k/m)+∑

i ci = Nz
k; hence,

∑
i ci = 0.

Case 1A (Pi With ci ≥ 0): The ratio of occurrence of the
keyword pair of interest at Pi is ([(Nz

k/m)+ ci]/Nz′
k−1), where

1 ≤ Nz′
k−1 ≤ Nz

k−1. Here, Nz′
k−1 is the number of occurrences

of the keyword pair in the previous time window [(window
(k − 1)] at Pi; naturally, this is ≤ the global count in that
window.

The next step shows that the theorem holds regardless of
the value of Nz′

k−1

Nz
k

m + ci

Nz′
k−1

= Nz
k

mNz′
k−1

+ ci

Nz′
k−1

≥ Nz
k

mNz′
k−1

≥ Nz
k

mNz
k−1

.

But [Nz
k/(mNz

k−1)] ≥ (r∗/m) and hence, the local rate of
occurrence at Pi is higher than (r∗/m).

Case 1B (Pi With ci < 0): Since
∑

i ci = 0, there must be
at least one other producer with cl > 0, l �= i; Case 1A will
now apply to that producer l.

Case 2 ([Nz
k/m] Is Not an Integer): If all occurrences

at local producers are �(Nz
k/m)	, their summation becomes

smaller than Nz
k. Hence, the number of occurrences with

respect to at least one of the producers, denoted as Pi, must
be ≥ 
(Nz

k/m)�. In other words, the ratio of occurrence at Pi

is [
(Nz
k/m)�/Nz′

k−1], where 1 ≤ Nz′
k−1 ≤ Nz

k−1. Similar to the

previous case, [
(Nz
k/m)�/Nz′

k−1] ≥ (r∗/m).
Distributed Event Detection Algorithm: Based on the above

findings, BigEye applies the following algorithm for dis-
tributed event detection.

1) Each producer computes the ratio of occurrences of
keyword pairs available locally and transmits the pairs
having ratios larger than or equal to (r∗/m) to the
summarizer.

2) The summarizer sends a list of the received pairs to
all the producers and inquires about the occurrences of
those pairs at the producers. Any producer that had iden-
tified that keyword pair, but had not reported it (because
it did not meet the threshold) now reports the number of
occurrences of that pair. Once this information is avail-
able, the summarizer computes the global ratios of all
pairs received in step (1).

3) The summarizer filters out pairs with the global ratios
less than the global threshold, r∗.

Theorem 1 proved that any globally significant keyword pair
“will” be reported by at least a single producer in the first step
above. This proves the following lemma.

Lemma 2: BigEye’s distributed detection algorithm
achieves 100% precision and recall, relative to centrally
available data.

Discussion: The performance of our algorithm degrades
when the local threshold is very small. When the local thresh-
old becomes very small, the number of keyword pairs sent
by the producers to the summarizer increases drastically.
Specifically, this happens when the number of producers m
is very large or the global threshold r∗ is very small, or
both. When the local threshold becomes very small (say has
a value 1) each producer sends all the pairs; to avoid division
by 0 we had implicitly set the ratio of occurrence of any pair
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at a local producer to be greater than or equal to 1. However,
in practice, these cases are not of interest. A very large set of
producers will imply that the local data consists of small sets
and, thus, it will be hard to detect events that are of global
interest. A very small threshold will also fail in discriminating
between key events of interest and others.

V. EVENT CONSOLIDATION

Different discriminative pairs detected by the summarizer
(based on local reports from the producers) may refer to the
same physical event. This is because a single event can be
characterized by multiple discriminative keyword pairs. We
demonstrate this phenomenon using an example. The dis-
criminative keyword pairs (boy, drowning) and (boat, rescue)
could refer to the same event where a drowning boy in a
river, was rescued by a fishing boat. Because these allude to
the same event, we need to merge the key word pairs and,
thus, avoid the unnecessary retrieval of redundant visual sum-
maries pertaining to this same physical event. For merging
similar events, BigEye packs microblogs containing specific
“keyword pairs” into clusters. To consolidate two keyword
pairs representing the same event, the similarity between two
clusters represented by these keyword pairs is computed. If
the similarity score is larger than a given threshold both the
clusters pertaining to the keyword pairs are consolidated.

Assessing this similarity in a distributed setting is challeng-
ing. Naively sending the entire cluster of words associated
with a keyword pair to the summarizer for computing simi-
larity scores defeats the purpose of reducing communication
costs. Thus, BigEye consists of an approach to consolidate
events across producers, in bandwidth constrained distributed
environments. The approach consists of two steps described
below.

Step I: In the first step, BigEye tries to consolidate key-
word pairs representing similar events at the local producers.
Specifically, it consolidates events corresponding to “keyword
pairs,” the clusters associated with which have content that
are very similar. It uses the Jaccard distance [15] to mea-
sure the similarity between the two clusters (events). Previous
work [4] has reported that the Jaccard distance outperforms
other similarity metrics for event consolidation in this way.

Returning to our earlier example, “a drowning boy was res-
cued by a fishing boat in the river” has the discriminative
keyword pairs (boy, drowning) and (boat, rescue). One can
expect that the similarity score between the two local clus-
ters of the corresponding discriminative keyword pairs (boy,
drowning) and (boat, rescue) to be high (we find such scores to
be consistent with what is observed in the case when all data
are available centrally). Based on this, the similarity between
clusters of microblogs is computed at each local producer. If
the distance between any two clusters of events exceeds a cer-
tain threshold with regards to the Jaccard distance, the local
producers notify the central summarizer that they should be
consolidated.

Note here that such approaches (although not identical to
what we propose) have been previously used in event detec-
tion [4], [16]. In our case, we start by having a number of

clusters equal to the number of detected keyword pairs; after
the consolidation phase, we end up having only C clusters of
microblogs representing the physical events. Our algorithm is
similar to the one used in [4] for consolidating similar events.

To assess the similarity between microblogs belonging to
two clusters, we measure the similarity between the words
belonging to the two sets of microblogs. Specifically, we mea-
sure the ratio of the number of unique words that are present in
“both” sets of microblogs to the total number of unique words
in both sets. This metric referred to as Jaccard similarity [15]
has been reported to outperform other metrics in assessing
the similarity of data sets, and in particular for event consol-
idation [4]. At summarizer, if the majority of the producers
(≥50%) indicate that two keyword pairs should be consol-
idated, the summarizer sends feedback to all the producers
to merge the contents associated with these keyword pairs.
This helps to consolidate highly similar events at individual
producers, without sending the entire cluster contents to the
summarizer.

Step II: In the second step, BigEye further tries to con-
solidate global events that do not have very high similarity
locally at individual producers, and were not consolidated in
step I. To achieve this objective, it seeks to only exchange
minimal information with the summarizer to limit bandwidth
consumption. Specifically, it employs minHash [17] and local-
ity sensitive hashing (LSH) [18] functions at each producer,
to convert a cluster of words represented by a discrimina-
tive keyword pair into a set of hash integers. minHash and
LSH are techniques commonly used to measure the similar-
ity of large documents within reasonable running times [18],
[19]. The probability that hashes of two sets are similar is
equivalent to the corresponding Jaccard similarity of the same
sets [19], [20]. Each producer transmits the computed hash
values to the summarizer. The summarizer compares the hash
values across clusters to measure the similarity globally. The
bandwidth consumed on sharing the value generated by min-
Hash is significantly smaller than the bandwidth consumed on
sharing the entire cluster to the summarizer (as will be shown
in Section VII). At this point, BigEye has tried to reconcile
the possibility that a single global event of interest was per-
haps identified as different events because there were multiple
keyword pairs from tweets that were used as discriminatory
features for this event. While we are not able to completely
eliminate a single event being wrongly classified as multiple
events, this process drastically reduces the possibility.

VI. COMPOSITION OF VISUAL SUMMARIES

The final module of BigEye deals with the retrieval of a set
of multimedia objects (e.g., images) from producers to visually
summarize an event; the goal is to achieve this retrieval in
the minimum amount of time. Without loss of generality, we
assume that the number of objects (fixed) required to compose
a visual summary for each detected event, is set a priori (e.g.,
by a consumer) and that this number is the same for all events
of interest. Without a priori knowledge of what events occur,
this ensures that every event is summarized fairly, with no
priority of one event over others. However, by applying proper
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weights it is easy to extend the approach to account for cases
wherein events are to be prioritized.

A summary should include multimedia objects that best
describe the corresponding event of interest. Thus, we assign
a score to each object based on a set of features (e.g., retweet
count, favorite count, etc.). We denote this set of selected fea-
tures as f1, f2, . . . , fF and the score associated with each item is
equal to fj = γ1f1+γ2f2+· · ·+γFfF, where j is the item index.
The summarizer then looks for a set of multimedia objects that
maximizes f =∑

fj

maximize
n∑

j=1

fjxj

subject to
n∑

j=1

w1
ijxj ≤ Bi, i = 1, . . . , m

n∑

j=1

w2
ejxj ≤ Ce, e = 1, . . . , E

w1
ij =

{
wj, j ∈ Pi

0, otherwise

w2
ej =

{
1, j ∈ Ce

0, otherwise
xj ∈ {0, 1}, j = 1, . . . , n. (11)

The objects to be retrieved may be of heterogeneous sizes;
wj denotes the size of an object j. Let the bandwidth between
a producer and the summarizer be Bi, where i is the pro-
ducer index. We denote the number of images to be retrieved
from each cluster (event) by Ce. The total number of events is
denoted as E. Since there is a bandwidth constraint imposed
by the network, retrieving the images with the highest qual-
ity (score) may induce large delays. Selecting what to send
from each producer to maximize the objective function while
respecting the bandwidth and the event coverage constraints
is an NP-Hard problem [21]. This is because the problem can
be mapped to a multidimensional knapsack instance as shown
in (11). The optimization problem aims to maximize the objec-
tive function by picking up the multimedia objects with the
highest scores subject to a set of constraints—the bandwidth
between the producer and the summarizer, and the number of
images belonging to a certain event should not exceed the limit
that is imposed. This is akin to filling up a multidimensional
knapsack with objects subject to constraints on the knapsack
sizes.

Online Algorithm: Solving the above optimization problem
is not trivial for two reasons. First, as mentioned above, it is
known that knapsack is an NP-Hard problem [21] and, thus,
obtaining the optimal solution would require an exponential
running time. Second, in real-world scenarios, the bandwidth
allocated to a producer is not known a priori. The estimated
bandwidth in the idle state is different from the available band-
width in real time, as the producers might share the same paths
and, thus, affect the bandwidths available to each other (in
addition to traffic dynamics). Thus, the optimization problem
needs to be solved online. Generally, this problem is known
in the literature as the knapsack of unknown capacity [22].

As evident from the problem formulation, there is a trade-
off between the retrieval time and the quality of the retrieved
items (the total score). We design our algorithm such that it
is flexible to allow the operator to favor the quality over time
or vice versa. First, each producer sends the metadata (size
and score) of multimedia objects to the summarizer. Next, the
summarizer sorts the objects based on a rank given by the
ratio, [(1 + Lfj)/wj]. This ratio captures the relation between
the score of the object and its size. L is a normalizing factor
that can allow favoring one metric (e.g., score) over the other
as desired by the deployer. For example, if L = 0, the algo-
rithm retrieves the objects with the smallest sizes which lead
to shorter retrieval times but can cause poor quality objects to
be retrieved.

Initially, when no bandwidth estimates are available,
BigEye obtains an initial estimate of the bandwidth between
each producer and the summarizer, using the iperf utility [23].
Next, the algorithm updates this bandwidth estimate during
execution as follows. It considers a fixed period of time
(denoted by T), and the summarizer retrieves the maximum
number of multimedia objects from each producer, which are
retrievable within this period. Partially retrieved objects (com-
plete retrieval not possible in T) are not counted. Based on the
objects retrieved and their sizes, from a producer, the summa-
rizer estimates the bandwidth to that producer (data retrieved
divided by T).

At any given point, the summarizer has the sorted objects as
described earlier, and the bandwidths to each of the producers.
It then tries to pull up an object from producers in order from
the ranked list. For each object, the summarizer first checks if
the object is still relevant (meaning that the necessary number
of objects have already been received for the corresponding
event). If not, the object is discarded. Otherwise, it checks if
the retrieval of the object violates the bandwidth constraints
to the corresponding producer (i.e., can the object be retrieved
within T seconds, given the estimate of the bandwidth to that
producer). If there is no violation, the object is retrieved from
the producer and the bandwidth to that producer is decreased
by the size of the object. In particular, if the estimate of the
available bandwidth to producer Pi was Bi and the object size
was wj, B−i is updated to Bi = Bi−wj. Furthermore, the num-
ber of objects that is needed for the summary corresponding
to that event (say e) is decreased by 1 (i.e., Ce = Ce − 1).

For each new time period, the producer’s bandwidths are
implicitly updated during the above process. The summarizer
repeats these steps until the total number of required objects is
retrieved for all events (

∑
e Ce = 0). The procedure is formally

summarized in Algorithm 1.

VII. IMPLEMENTATION AND EVALUATIONS

The implementation and experimentation environments are
described first in this section. Subsequently, our evaluations of
BigEye are provided. Each module is evaluated separately
to showcase the benefits of each. We consider the holistic
performance of our system at the end of the section. To
emulate a network, we use Mininet [24], a popular software
defined network (SDN) emulator. To show the realism of our
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Algorithm 1: Multimedia Objects Retrieval

Function Calibrate (ReceivedObjects[i])
Bandwidth[i] ← ∑

wj, j ∈ ReceivedObjects[i]
BestBw[i] ← Bandwidth[i]

end
for i in I do

MaxBW[i] ← iperf (Pi, summarizer)
end
Bandwidth ← MaxBw
BestBw ← Bandwidth
objects ← sorted (objects, 1+Lfj

wj
)

while
∑

e Ce �= 0 do
forall j in objects do

i← j ∈ Pi

if Bandwidth[i]- wj ≥ 0 & Ce- 1 ≥ 0 then
Bandwidth[i]= Bandwidth[i]- wj

Ce = Ce - 1
RequestObject(j, Pi)

end
end
wait (timeWindow)
Bandwidth ← BestBw
for i in I do

if connection(summarizer,Pi) intercepted then
Calibrate(ReceivedObjects[i])

end
end
if set of transmitting producers changes then

Bandwidth ← MaxBw
end

end

approach, we use the NDN test-bed topology to represent
the network [25]. This topology is used in a real deploy-
ment where distributed producers are connected. We change
the default latencies and bandwidth per link in some experi-
ments to showcase and demonstrate the scenarios of interest
(bandwidth constrained environment).

We use the ONOS SDN controller [26] to manage the
communication and routing between producers and the sum-
marizer (and vice versa). Each producer receives microblogs
(e.g., tweets) of interest, and by using BigEye, the necessary
computations and communications are performed at both the
producer and summarizer sides, as described in the aforemen-
tioned three stages of the system. Finally, BigEye outputs a
summary of the global events of interest plus a concise visual
summary (the holistic output of the approach is discussed in
Section VII-G).

A. Data Set Collection and Distribution

We collect tweets using Apollo [27], a framework that
retrieves information from Twitter using Twitter API. The
framework allows its users to collect tweets that match key-
words of interest such as “disaster” and “wild fires.” The
collected data sets are cleaned by removing: 1) retweets;
2) stop words and special characters [28]; and 3) URLs.
Subsequently, we apply stemming [29] to the collected data.

We note that this is a common practice in data mining
applications. We use the Python-NLTK tokenizer [30] and
the Porter stemmer [29], which are common tools used for
these purposes. The collected data sets are summarized in the
following:

1) Protest: This data set is collected using the keyword
“protest.” The data set has tweets related to protests and
it was collected from March 18, 2018 to April 18, 2018.
It consists of approximately 300K tweets after applying
the aforementioned filtering methods.

2) Florence: The data set contains information about the
Hurricane that occurred in the Carolinas in 2018. The
data set was collected using the keywords “hurricane”
and “florence” from September 14, 2018 to September
24, 2018. It contains approximately 100K tweets after
conducting the aforementioned filtering methods.

To emulate a scenario in real time, the data are streamed and
fed to the producers with respect to the time stamps collected
from the tweets. For the purpose of experimentation in this
article, we choose a window size of 24 h. The term instance
refer to the data corresponding to each such window size.
Thus, for the above data sets, we have 40 instances in total.
The data sets are distributed over multiple producers with two
different scenarios that are described below.

1) Natural Distribution: In practice, the tweets are posted
by Twitter users from different geographical locations. One
can use those locations to cluster the tweets into different
geographical zones, which can be later associated with the
producers. However, not all tweets contain associated geolo-
cation information; in fact less than 2% of tweets have this
information [31]. This makes the problem of simulating exact
real-word geographical distribution of tweets hard. So, the
addresses of users (which can be obtained from users pro-
files) are used to mimic the geographical distribution of tweets
(tweets from the same user are assumed to be made from
his/her profile’s geolocation information). Using this approach,
we are able to retrieve 70% and 60% of this information,
from users associated with the Florence and Protest data sets,
respectively. We are unable to decipher the rest because some
users had provided vague addresses (e.g., “space” and “floor”).
We use an API provided by HERE.com to convert the pro-
vided addresses to geolocations (composed of latitude and
longitude) [32].

As mentioned earlier, we used the NDN topology, which
reflects a real-world network (real server locations); we assume
each tweet is sent to the nearest physical producer (assum-
ing that each server is a producer). Fig. 3 shows an example
demonstrating the approach. We extend the same idea when
a variable number of producers (different from the original
number of servers in the NDN-topology) is considered, from
as follows. First, each tweet is assigned to its nearest producer
and among all producers we select the top m (ones that receive
the most number of tweets) producers. Next, we assign tweets
to the nearest producer from these top selected m produc-
ers. For tweets where we could not retrieve the geographical
locations, they are assigned randomly to a producer.

2) Synthetic Distribution: To further evaluate the
performance of BigEye, we consider the uniform and
skewed distribution of tweets across multiple producers.
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Fig. 3. Map of the United States, representing two hours of tweets collected
from the Florence data set. Blue dots represent producers and red dots repre-
sent the locations of tweets. Each tweet (red dot) is sent the nearest producer
(blue dot).

1) Skewed Distribution: The distribution of the data over
the producers follows a Gaussian distribution with μ =
(Nk/m) and σ 2 = β ∗ μ; we vary the β to control the
skew.

2) Uniform Distribution: The distribution of the data over
the producers follows a uniform distribution.

We also collect the images associated with the tweets and
stream them on the producers according to the selected distri-
bution. For tweets scores, we select three features (fj as dis-
cussed in Section VI): 1) retweet count; 2) favorite count; and
3) follow ratio defined as (# of followers/# of following).2

We also select L to be 1. Twitter allows users to post more
than one multimedia object in a single tweet. We treat each
as an independent object while giving each the same score as
their associated tweet. Twitter API keeps multiple versions of
the videos each with different quality. To avoid redundancy,
we pick only a particular version randomly. We note that the
higher the quality of a video or image, the higher its size.

B. Evaluation Parameters

Our evaluations of the performance of BigEye consist of
a comparison with an approach wherein all data are made
available centrally. Our evaluations are on the data sets that
were discussed in the prior section. We stream each data set
separately, in line with our assumption (streaming data are
aligned with the scope of a realistic scenario) in Section III.
The results that we obtain are then integrated before we discuss
them for two reasons. First, we find that the performance with
BigEye is consistent across both data sets, when the data are
distributed over geographically separated producers, compared
to when the data are centrally available. Second, the generality
of BigEye ensures that its behavior with any crowdsensed
data set, belonging to a particular scope, is consistent. As a
consequence of these two reasons, an independent discussion
of the details of the performance of each data set provides no
new information, and is wasteful of space.

Our experiments are performed with all instances from
all of the data sets (40 in total), considered one at a time.
For statistical significance, experiments are repeated 50 times.
BigEye’s three components are integrated holistically; how-
ever, first we independently evaluate each component to pro-
vide microscopic views of the benefits of each. The following
describe for these module specific set ups.

2Assessing how good the selected features are in practice is beyond the
scope of this article.

Distributed Event Detection Module: As described in
Section IV, we find that our method always yields the same
precision and recall with respect to detection of key events,
as that of an ideal system which considers that all data can
be made available centrally. We experimentally validated this
and do not further showcase the event detection accuracy in
the interest of space.

To evaluate if the number of keyword pairs that are returned
by BigEye to the summarizer is reasonable, we compare the
number with the best case scenario. In particular, we con-
sider an oracle that does a brute force search, considering
all possible subsets of the keywords pairs sent (the ranked
orders of those pairs are still maintained), and checks if any
of those subsets yields the same precision and recall as our
approach (and the central approach). We choose the smallest
subset among these as the best possible scenario (we label it
as oracle prediction in the results that we present). In other
words, instead of choosing a threshold (r∗/m), we find a the
smallest value l ≤ m such that choosing (r ∗ /l) results in the
detection of all events of interest.

Consolidation of Events: Our proposed distributed consol-
idation is evaluated next. Specifically, BigEye’s approach is
compared with a case all the data associated with the clusters is
sent to the summarizer which then applies a consolidation. We
denote the baseline as central consolidation. We point out that
this is the consolidation used in the prior work Storyline [4],
where the data are centrally made available and similarity
assessment is based on Jaccard distance.

The metrics of interest are accuracy (defined next) and the
amount of data sent from the producers to summarizer for the
purposes of consolidation. Accuracy is defined to be the ratio
of the number of keyword pairs that are grouped correctly
(the events are correctly consolidated) to the total number of
keyword pairs. Two keyword pairs are incorrectly grouped if:
1) these pairs belong to the same event but are put in different
groups and 2) they belong to different groups (events) but
are consolidated into the same group. We also compare the
amount of sent data from the producers to summarizer with
our approach (in bytes), with the other approach.

Composition of Visual Summaries: We assess the “quality”
from BigEye’s visual summary module with respect to the
centralized case (where no bandwidth constraints are present).
In particular, if data are located centrally, the summary can
be composed using the objects that have the highest associ-
ated scores. However, objects with the highest scores are not
always retrieved in BigEye to meet timeliness constraints
as discussed in Section VI. To evaluate the impact of this,
we evaluate the quality which is defined as the ratio of the
summation of the scores of the multimedia objects retrieved
with BigEye, to the corresponding sum score achieved in the
centralized case.

We also evaluate the delay in retrieving the visual objects.
Formally, this delay is defined as the time it takes for the
summarizer to receive the data used for the visual summary
from the producers. Specifically, the metric we use is the aver-
age delay incurred in receiving 1 MB of data (we normalize
this since the sizes of the visual summaries could be differ-
ent for different events). We compare the delay of BigEye’s
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Fig. 4. CDF of the number of detected discriminative pairs with different
global thresholds.

Fig. 5. Performance of our distributed event detection with varying number
of producers.

visual summary module with the following baseline (denoted
as baseline). Each producer is assigned the job of sending
information related to a specific event. If the number of events
are more than the number of producers, the events are evenly
distributed across the producers. If a producer is assigned more
than an event, the resources are shared equally between them
with no priority given to one over the other. Our goal here is
to showcase the efficacy of our parallelization approach with a
second approach (the baseline) that also parallelizes transfers
but is not bandwidth aware (does not take into account the
different bandwidths to the different producers).

C. Results on Distributed Event Detection

First, we evaluate our distributed event detection module
using the aforementioned metrics. We recall our discussion in
Section IV [H(Y|sz) was to be a small value ε], and select ε

to be 0.08, 0.09, and 0.1 (r∗ = 100, 87, and 76, respectively).
Here, we also refer the reader to Table I since the notation
therein is used in the discussion.

Effect of r∗ on the Total Number of Pairs Retrieved by the
Summarizer: We plot the CDFs of the number of events (corre-
sponding to identified discriminative key word pairs) detected
with each value of r∗ in Fig. 4. As one might expect, as r∗
increases, the number of pairs retrieved decreases (with higher
r∗ only the most significant events are detected). This effect
is also seen in Fig. 5.

Effect of Increasing Number of Producers: In Fig. 5, we
plot the ratio of the number of retrieved keyword pairs to the
total number of keyword pairs identified, versus the number

Fig. 6. Performance of our distributed event detection with different data
distributions.

of producers. We assume that the data are distributed as per
the natural distribution. As one might expect, the number of
key-words pairs returned to the summarizer increases when as
the number of producers, m, increases. This is because (r∗/m)

decreases, i.e., a lower or more conservative (local) threshold
is used at each of the producers. It is worth noting that with
small r∗ = 76, (H(Y|sz) = 0.1) and large m = 18, the total
number of received pairs is less than 1% of the total number
of keyword pairs considered globally.

Comparison With Oracle: Next we examine how the number
of keyword pairs retrieved with BigEye compares to what is
obtained by an oracle, when the data are spread across the
producers as per the different data distributions (discussed in
Section VII-A). For the skewed distribution, we choose μ =
(Nk/m) and σ 2 = 0.5 ∗ μ; this ensures a high skew. We fix
ε = 0.09 (r∗ = 87), and m to be 10.

In Fig. 6, we plot the CDF of the ratio of the number of pairs
received at the summarizer to the number of global discrimina-
tive pairs with both BigEye and the oracle-based approach
described earlier. We see that the performance of BigEye
is similar to that of the oracle when data are dispersed as
per the natural distribution. However, when the distribution is
skewed, the performance of the BigEye degrades compared
to the oracle. This is because the producers with large numbers
of tweets have a large number of keyword pairs that pass the
conservative threshold selected by BigEye; thus, they end up
sending a large number of pairs that are not useful in detecting
key events.

D. Results With Regards to Consolidation

Next, we evaluate the benefits from BigEye’s consolida-
tion module. In our evaluations we use the same ε values
mentioned earlier in Section VII-C. Recall that BigEye con-
solidates events over two steps. In the first step, we consider a
similarity requirement of 0.99 (Jacquard distance) to consol-
idate events at individual producers. For the second step, we
consider three minHash signatures of length 64, 128, and 256
integers. We consider different minHash signatures as it has
been reported that the length of generated minHash signatures
affects the similarity scores [19]. We also vary the consolida-
tion thresholds that are used centrally from 0.4 to 0.9 with a
stepsize of 0.1.

In Fig. 7, we compare BigEye’s consolidation approach
with different minHash lengths. We observe that the similarity
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Fig. 7. Distributed consolidation accuracy with respect to centralized
consolidation (Storyline [4]).

Fig. 8. Bandwidth savings from BigEye’s distributed consolidation
approach in terms of total amount of data sent from producers to summarizer.

estimation improves as the length of the minHash signature
increases (less collisions). Similar phenomena have also been
reported in the previous literature [19]. We observe that for
a minHash signature of length 128, almost 85% of instances
show a consolidation accuracy of larger than 70% of what is
achieved if all data were available centrally. BigEye provides
consistent consolidation accuracies irrespective of the number
of producers.

We show next the consolidation benefits in terms of the
reduction in the volume of data sent from producers to sum-
marizer in bytes, compared to sending all keywords in the
clusters (needed for central consolidation); Fig. 8 shows that
our approach reduces the communication costs significantly
compared to that baseline approach, and in particular the
average cost by 60% (fewer bytes).

E. Results on Visual Content Retrieval

Next, we evaluate the performance of BigEye’s visual
summary module with respect to the baseline approach dis-
cussed in Section VII-B.

Delay Performance With Different Numbers of Producers:
We evaluate the performance of BigEye’s final module with
different numbers of producers (we consider two, six, and
ten producers). We assume that the data are distributed uni-
formly over these producers. We plot the CDFs of the average
delay (over the instances) with BigEye and the baseline in
Fig. 9. First, we observe that our approach outperforms the

Fig. 9. Delay in visual content retrieval with different number of producers.

Fig. 10. Summarization quality of visual summary with different number of
producers.

baseline by approximately 67% on average. Furthermore, we
also see that the delay decreases as the number of producers
increases initially. This is because of the increased paralleliza-
tion in retrieval that is possible due to this. However, the
benefits reach a point of diminishing gains. Specifically when
the number of producers increases beyond a certain number
(e.g., above 6 and 10 in Fig. 9) because of limitations in
the NDN network structure very little additional paralleliza-
tion is possible (the producers share common paths). We have
manually constructed a tree network where each producer is
connected to the summarizer with a dedicated link. In this case,
we do observe significant performance enhancements between
the cases of six and ten producers since parallelization is now
viable. We omit showing these results to conserve space.

Impact on Summary Quality: We plot the CDF of the qual-
ity of the visual summaries obtained with different numbers of
producers versus the baseline approach in Fig. 10. We see that
the best quality is achieved when there are only two produc-
ers. Typically, if all data are at a single producer, it is natural
to pick the objects with highest scores (fj/wj) according to the
global sorted list shown in Algorithm 1. However, when the
number of producers increases and we try to achieve paral-
lelization of transfers, the highest ranked objects in the global
list are not always retrieved. In particular, if a single producer
has most of the highest ranked objects, we will retrieve objects
of inferior quality from other producers. In other words, the
summarizer pulls other objects (with lower rank) from other
producers, which, in turn, affects the achieved quality (the
tradeoff is the reduction in terms of the delay).

Data Requirement to Compose Summaries: Next, we eval-
uate the performance of BigEye when the user imposes
different requirements on the number of objects that are
needed in the visual summary. Specifically, we impose require-
ments of (25%, 50%, and 75%) of the total number of
multimedia objects (corresponding to each detected event) to
compose the summary. We use the skewed data distribution
with β = 1 (very skewed distribution). This means that a small
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Fig. 11. Delay in visual content retrieval with different number of objects
required to compose summary.

Fig. 12. Summarization quality of visual summary with different numbers
of required objects.

Fig. 13. Performance of the distributed event detection module with multiple
data sets (scalable setting).

subset of the producers has a large number of multimedia
objects, while others have only few. We fix the number of
producers to be 6. As shown in Fig. 11, when the required
number of objects is only 25% of the total, the lowest delay is
achieved. As evident, as this requirement increases, the delay
increases. In fact, because of the skewed distribution, when we
need 75% of the objects, the summarizer is forced to abandon
parallelization and retrieve all objects from the producers with
the large number of objects. This drastically affects the delay.

Fig. 12 shows, as one might expect, that the quality of
the composed summary improves as the number of required
objects to compose the summary increases. However, this
improvement is not drastic. This is because the first objects that
are retrieved have the highest scores; later objects contribute
less and less to the quality of the summary.

F. Scalability

To showcase BigEye’s scalability where the generated data
are much larger, we use a data set collected on election day
in the United States. It consists of around six million tweets
and we clean it up as we discussed earlier in Section VII-A.
We point out here that the data sets used in the results shown
earlier (Florence and Protest) are small in comparison to the

Fig. 14. Bandwidth savings from BigEye’s distributed consolidation with
multiple data sets (scalable setting).

Fig. 15. BigEye’s distributed consolidation accuracy with multiple data
sets (scalable setting).

Election data set (by a factor of about ≈ 20). We select global
thresholds such that an approximate constant number of top
events (10 and 30) are retrieved, and assess the performance
of our modules. Specifically, we examine how the results scale
with the data set size (in comparison to the smaller ones). We
point out here that tuning the global threshold to get the exact
same number of events across all data sets is hard; thus we
choose thresholds such that the ratio of events retrieved across
each pair of data sets varies between 0.9 and 1.1 (i.e., the num-
bers are approximately 10 or 30 but not exact). We select the
number of producers m to be 10 and a hash of length 128. The
accuracy of our distributed event detection module remains at
100% like in the case where all the data are available centrally
(similar to the results reported earlier) even when the data set is
large. The ratio of the received keyword pairs (after processing
by BigEye) to the total number of keyword pairs is drastically
smaller with the Election data set (only 0.002%) in compari-
son with the Florence hurricane and Protest data sets as shown
in Fig. 13. One might expect this to be the case since the total
number of keyword pairs is much larger in comparison to the
candidate discriminative keyword pairs [with a local ratio of
occurrence larger than (r∗/m), the local threshold]; recall that
only these candidates are sent from the producers to the central
controller. In large data sets (e.g., the Election data set), the
total number of keyword pairs is much larger than the corre-
sponding number in smaller data sets (e.g., Florence); since we
choose a target number of top events to be detected, the ratio
of candidate discriminative key word pairs to the total number
of keyword pairs becomes drastically smaller. Thus, the take-
away is that one can expect even further reductions in overhead
with BigEye as the data set sizes grow, because of large
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TABLE II
FLORENCE HURRICANE SUMMARIZATION

TABLE III
PROTEST SUMMARIZATION

reductions (if we seek to detect a certain target number of top
events).

We next evaluate our second module (consolidation) with
a large data set in terms of both bandwidth savings and con-
solidation accuracy. With the new larger data set, the number
of words that mapped on to each event increases significantly;
thus, BigEye’s approach of sending a fixed hash represen-
tation of the event contents (as compared to sending the raw
words corresponding to the event) reduces the overall pro-
portion of transmitted data in comparison to the smaller data
sets as shown in Fig. 14. However, as shown in Fig. 15,
we see that with the Election data set, we have a slightly
lower consolidation accuracy in comparison with the results
obtained with the other data sets. This is because the used
hash length is small (only 128) and, hence, it is not sufficient
to capture the similarity between the detected events in this
large data set. As indicated earlier, a possible way to enhance
the consolidation accuracy is to increase the hash length (see
Fig. 7). This is because the similarity estimation improves
as the length of the hash increases [19]. To verify that this

is applicable on large data sets, we increase the hash length
to 256 and run BigEye with the Election data set and we
achieve consolidation accuracy of 90% when the number of
events equal to 30.

G. Holistic Output of BigEye

Next, we show the holistic output of BigEye. We select
random instances from three data sets. We use the previously
mentioned Protest and Florence data sets, and a new data set
(called the disaster data set [33]) that is available for public
use to further show the merits of our proposed framework.
The summaries are composed of: 1) the discriminative key
word pairs; 2) textual summaries (complete tweets) describing
the observed events; and 3) the visual summaries (we select
the best images to avoid cluttering). The discriminative pairs
and the textual summaries of the three data sets are shown
in Tables II–IV, and the corresponding visual summaries are
shown in Figs. 16–18. To elaborate, we will go through a sam-
ple of the results associated with Protest data set. On March 30,
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TABLE IV
DISASTER SUMMARIZATION

Fig. 16. Florence data set.

Fig. 17. Protest data set.

two major protests were detected. The first related to teachers
in Kentucky schools, who were protesting against a pension
bill which forced schools to close (an image of the protest is
shown). The second event is related to a protest in Gaza where
seven people were killed and dozens were injured. One can
easily understand and differentiate between these by following
the textual summaries of the events and their corresponding
visual summaries.

VIII. RELATED WORK

Postings on social networks have been recently used as
sensor outputs [34], [35] that can be used to discern events.

There exist some prior studies on detecting events from such
sensors’ data (with goals aligned with those of BigEye).
Allan et al. [36] used the term frequency (tf) and inverse
document frequency (idf) features to build a query represen-
tation for content from news stories and identified an event,
when the similarity score of new news story was less than
a given threshold in comparison to any previous news query
in memory. Similarly, Shamma et al. [37] used a normalized
tf to identify peaky topics, the terms which are particu-
lar to a time window, to detect highly localized events of
interest. Benhardus and Kalita [38] also used tf–idf analy-
sis and relative normalized tf analysis, on twitter documents
to identify trending topics. However, these approaches were
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Fig. 18. Disaster data set.

reported to be inefficient in differentiating between separate
event instances [4]. Moreover, unlike tf–idf, BigEye works
by only computing information gain over two consecutive time
windows.

Text stream clustering has also been applied for event detec-
tion. Ordonez [39], Zhong [40], and Aggarwal and Yu [41],
used optimizations of k-means algorithms to cluster data
streams for events detection. Similarly, communication pat-
terns [42], social network topological features [43], language
specific features [44]–[46], and location of tweets [47]–[49]
have also been used by researchers for clustering data to
detect events. Nevertheless, precisely defining the number
of clusters (k) for online streaming data is not feasible.
Researchers have also used topic modeling for event detec-
tion [50]–[52]. However, topic-based approaches have been
reported to be inefficient in identifying events happening in
parallel instances [4]. Unlike these methods, BigEye detects
events by measuring the temporal bursts in the word-pairs
that do not co-occur frequently. BigEye’s event detection
approach is closely related to Storyline that was proposed
by Wang et al. [4]. However, unlike BigEye, Wang et al.
only focused on event detection when data are centrally
located.

A different line of work considers the problem of
truth finding in social sensing blogs [53], [54]; however,
these only work when all the data are made available
centrally unlike BigEye. In contrast, BigEye is tar-
geted for a distributed setting, wherein the data are dis-
tributed across multiple producers that are geographically
separate.
BigEye centers around the detection of global events by

only sharing minimal amounts of information between dis-
tributed producers and a central summarizer. There have been
some prior works on selectively sending information to a cen-
tral entity [55]–[57]. There are also related works focusing
on calibrating distributed sensors with the objective of find-
ing global measurements from those sensors (e.g., measuring
urban air pollution) [58], [59]. However, unlike BigEye, these
approaches do not focus on event detection. Closely relevant
to our study is the study by McCreadie et al. [60]. Unlike
BigEye, they do not consider bandwidth constraints and only
try to minimize the event detection time by distributing the
computational costs of processing documents across multiple
machines.

IX. CONCLUSION

In this article, we addressed the important problem of
detecting global events from crowdsensed data. Toward this,
we designed and implemented BigEye, a system that enables:
1) the detection of key global events based on distributed
crowdsensed data that exist at geographically spread out pro-
ducers and 2) the crafting of visual summaries that provide
concise zoomed-in views of such events. BigEye distin-
guishes itself in that it is extremely thrifty in terms of the
bandwidth that it consumes, i.e., very little of the raw crowd-
sensed data from the producers needs to be transferred to
a central entity for both event detection and the subsequent
visual summarization. Despite its thriftiness, it is able to
achieve 100% precision and recall compared to approaches,
where all crowdsensed data are made available centrally. Via
emulations of realistic scenarios, we showed that BigEye
only consumes 1% of the crowdsensed data for detecting key
global events, and its parallelization of visual content retrieval
reduces the average delay by 67% compared to baseline
approaches.
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