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ABSTRACT
We revisit the problem of computing the path with the minimum
cost in terms of the expected number of link layer retransmissions
in wireless mesh networks. Unlike previous efforts (such as the
popular ETX) we account for the fact that link layer protocols (such
as the IEEE 802.11 MAC) incorporate a non-zero but finite num-
ber of retransmission attempts per packet. A key observation that
motivates this work is that the performance of a path depends not
only on the number of links on the path and their qualities, but also
on the relative positions of the links on the path. In particular, the
closer a lossy link to the destination, the higher is its impact on
the performance of that path. We design a new path metric that
captures all of the above factors and we call this metric ETOP. In
this paper, we provide a synopsis of the analytical computation of
ETOP. We also implement a routing strategy based on ETOP on a
25-node experimental testbed and provide sample results to show-
case the performance with ETOP.

Categories and Subject Descriptors
C.2 [Computer-Communication Networks]: Wireless communi-
cation.

General Terms
Algorithms, Experimentation, Reliability.
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1. INTRODUCTION AND BACKGROUND
In wireless networks, retransmissions are typically invoked at the

link and transport layers to cope with high packet losses. Minimiz-
ing the cost incurred due to such retransmissions is critical for en-
suring the efficient use of resources and a high overall throughput.
De Couto et al [5], based on experimental data, argued that rout-
ing algorithms should consider the quality of the links on a path in
addition to the number of hops, in order to reduce the end-to-end
retransmissions cost. To this end, a new link metric was introduced
to quantify the expected number of transmissions and retransmis-
sions that are required to deliver a packet over a particular link. In
particular, if ps is the probability of a successful transmission over
the particular link, the expected number of transmissions, ETX, to
deliver a packet over that link is computed as [5]:

ETX =

∞X
j=1

j(1− ps)
jps =

1

ps
(1)

The end-to-end cost of a path is then defined as the sum of the ETX
values of the links on the path; the routing layer simply computes
routes that minimize this cost. Other related efforts [3, 6, 7, 12, 14,
4] have used ETX in conjunction with other parameters (such as the
link bandwidth [7]) for improving routing performance in multihop
wireless networks.

A fundamental assumption underlying Equation (1) is that there
are an infinite number of retransmission attempts per packet at the
link layer. As per this assumption, the link layer never drops a
packet and a transport layer protocol will never invoke retransmis-
sions. In practice, however, a bounded number of retransmission
attempts are made. Therefore, one has to account for the possibil-
ity that a packet may be dropped at the link layer. With a reliable
transport protocol, a dropped packet at the link layer will trigger
an end-to-end retransmission, starting at the source. Depending
on which link the drop occurred, the cost associated with the new
end-to-end retransmission will vary. A packet drop that is close to
the destination is more expensive, since it induces retransmissions
on all preceding links that were successfully traversed prior to the
drop.



In this work, we revisit the problem of computing the path with
the minimum cost in terms of the expected number of link layer
transmissions (including retransmissions). The key observation that
motivates our work is that in addition to the number of links on a
path and the quality of those links (as considered by previous ef-
forts), the end-to-end performance on a path depends on the rel-
ative positions of the links on the path. In a nutshell, it is better
to encounter bad links at the beginning of a path, than later, in the
proximity of the destination. We have constructed a path metric that
accurately captures the impact of the relative ordering of the links
(in addition to the impact of the number of links that make up their
path and their individual link qualities) on the expected number of
link layer transmissions. We call our metric the Expected number
of Transmissions On a Path or ETOP for short. Our contributions
are summarized below:

• We analytically compute the ETOP cost of a path. Note that
since we consider a bounded number of retransmission at-
tempts at the link layer, the path metric ETOP, cannot be
computed as a simple sum of link level metrics.

• We implement ETOP as part of a routing protocol. We eval-
uate its performance on an indoor wireless mesh network
consisting of 25 nodes and compare it with that of ETX-
based routing [5]. We observe that ETOP-based routing com-
putes paths that yield significantly higher TCP goodput (by
as much as 65 %) compared to ETX-based routing.

In this extended abstract we provide a synopsis of our work and
provide and discuss sample experimental results.

2. COMPUTING ETOP
In this section, we present a brief synopsis on the analytical com-

putation of ETOP - the cost of a path in terms of the expected num-
ber of link layer transmissions - assuming that we know the deliv-
ery probability of each link. The key novelty is that we consider
realistic assumptions for modeling the MAC and transport layer
retransmissions. In more detail, if a packet transmission fails at
the link layer, a finite number of retransmissions are attempted for
each packet (as in IEEE 802.11). If all the retransmissions fail, the
packet is dropped. The responsibility of reliably delivering data is
then left to a transport protocol (such as TCP). At each instance of
a packet drop at the link layer, the packet is “re-sent" again from
the source, and we will refer to this as an end-to-end attempt or
simply an e2e attempt.

Assumptions. In our model we make the following assumptions
a. The probability of a successful link transmission does not

change between retransmission attempts. In other words, we as-
sume that the probability of transmission failures on successive at-
tempts on a link are independent and identically distributed (IID).

b. We assume that the power and bit-rate used for each transmis-
sion are fixed. If nodes are allowed to change their transmission
properties, the probability of success will vary.

Network representation and notation: We model the wireless
network as a directed graph G(V, E, w), where V is the set of
nodes and E the links. Every link i ∈ E is assigned a weight
0 < pi ≤ 1, which represents the packet delivery probability over
that link with a single transmission attempt.

Consider the problem of sending a packet from node v0, the
source, to the node vn, the destination, along a n-link path (v0, . . . vn).
The source, node v0, initiates an e2e attempt. First, the packet is
passed on to the link layer, which will transmit it to node v1.

If successfully received by node v1, it will then be transmitted to
node v2, and so forth, until the packet reaches node vn. There is a
probability 0 < pi ≤ 1, i = 1, .., n that the packet, when transmit-
ted by node vi−1, will reach node vi. If the packet transmitted by
node vi−1 does not reach node vi, it will be transmitted again by
the link layer of node vi−1. Up to K transmission attempts (includ-
ing the initial attempt) are made, and the packet will be dropped if
the Kth transmission fails to reach node vi. The drop is reported
to the transport layer of node v0. In response, the transport layer of
v0 initiates a new e2e attempt for the same packet.

One or more e2e attempts may be needed to deliver the packet
from node v0 to node vn. For every e2e attempt, there is a cost:
the number of link level transmissions during this attempt. Let Tn

be a random variable that represents the sum of the costs of all
the e2e attempts made in order for a packet to be delivered from
node v0 to node vn. We compute the expected value of Tn as a
function of link weights, pi, and the bound on the number of link
level transmissions, K.

Let Yn denote the random variable representing the number of
e2e attempts required for the packet to be delivered to the destina-
tion on the n-hop path. Let M` denote the number of consecutive
hops that are successfully traversed along the path, beginning at
node v0, in the `th e2e attempt. Thus, M` = 0 if the packet fails
to reach node v1 from node v0, and M` = n if the message has
reached vn. If M` < n, the (l + 1)st e2e attempt begins. We as-
sume that the random variables M1, M2, . . . are independent and
identically distributed (IID) and can be represented by a single
random variable M . This implies that the effects experienced on
the different e2e attempts are independent and identical. Let H`,j

denote the number of link layer transmissions needed to deliver
the packet from node vj to node vj+1 in the `th e2e attempt. If
the message has successfully traversed the link from vj to vj+1,
H`,j ≤ K; else, if the message fails to reach node vj+1 from node
vj , then, H`,j = K and a new e2e attempt is started at node v0.
For each node vj , we assume that H1,j , H2,j , . . . , are IID random
variables and we use the notation Hj to represent this common ran-
dom variable.

Using the model and the random variables defined above, we are
able to compute ETOP as the expected cost in terms of the number
of link layer transmissions Tn. Due to lack of space, we simply
state the two main theorems that result from our analysis. The de-
tailed analysis and the proofs of the theorems can be found in [9].

THEOREM 1. The expected number of transmissions for deliv-
ering a packet over a path (v0, . . . vn), ETOP, is:

E[Tn] =

 
K +

n−2X
j=0

(E[Hj |Hj ≤ K] P[M > j|M < n])

!

× E[Yn − 1] +

n−1X
j=0

E[Hj |Hj ≤ K]. (2)

Our final goal is to use ETOP as part of a routing algorithm.
Therefore we transform Equation (2) into a recursive function that
lends itself to a greedy routing approach.

THEOREM 2. The expected number of transmissions for deliv-
ering a packet over a path (v0, . . . vn), ETOP, can be written as a
recursive function:

E[Tn+1] =
1

πn+1
E[Tn] + K

1− πn+1

πn+1
+ En (3)



Where πi, i = 1, .., n is the probability that the packet is not dropped
on the link (vi−1, vi). In our model πi = 1− (1− pi)

K . In addi-
tion:

Ei = E[Hi|Hi ≤ K] =

KX
j=1

j
(1− p)j−1p

1− (1− p)K+1

3. EXPERIMENTAL EVALUATION OF ETOP

3.1 Implementation
In order to quantify the benefits of using ETOP, we implement

a routing strategy based on the Equation (3) on a 25 node indoor
wireless mesh network. In this section, we describe the network
and provide details of our implementation.

Our Experimental Network Our testbed is an indoor wireless
mesh network and consists of 25 Soekris net4826 nodes , deployed
on one floor our building. We have equipped nodes with EMP-
8602-6G 802.11a/b/g WiFi cards [1], which embed the Atheros
AR5006 chipset; the cards are controlled by the latest Linux Mad-
Wifi driver. Each card is connected to a 5-dBi gain, external om-
nidirectional antenna. We use the 802.11a mode in order to avoid
interference from co-located 802.11b/g networks; our testbed is the
only 802.11a network in the area.

Details of the Routing Implementation: We implement ETOP
as part of a modified version of the dynamic source routing protocol
(DSR) [13, 5] for the Linux kernel. We chose DSR because (i) it is
one of the most popular protocols for multihop wireless networks
and hence, its implementations are readily available and (ii) it al-
lows a source to choose the path to the destination (as required by
ETOP1). We consider the previously proposed metric ETX for com-
parison and use the implementation of the routing strategy based on
ETX [5]. For ease of notation we refer to ETOP-based routing as
ETOP-R and to ETX-based routing as ETX-R. We use the link-
measurement component that is implemented as a separate element
in Click [11]; it runs on every node and uses small broadcast pack-
ets to estimate the delivery probability from a node to each of its
neighbors [5].

Implementation of ETX-R: The delivery probabilities computed
by the link-measurement component are used to compute the ETX
metric as described in Section 1. With ETX-R, when a node for-
wards a RREQ it includes not only its address, but also the ETX
metric on the link to its predecessor node (the node from which
it received the RREQ). This information is then reported back to
the source through the RREPs. At the source, this information is
passed on to the link-measurement component, which maintains a
cache (the ETX link cache) of all the known nodes and the ETX
metrics of their corresponding links. Whenever the source needs a
route to a specific destination, it issues a request to the link-metric
component. If the destination is in the cache, the link-metric com-
ponent will return the route with the minimum ETX-weight, com-
puted by running Dijkstra’s weighted shortest path algorithm on
the topology constructed with the nodes and links in the ETX link
cache. Note that as in [5], the route error messages (RERR mes-
sages) that are induced by DSR [10] are disabled during the exper-
iments. This is because this functionality of DSR is not utilized
with either ETX-R or ETOP-R.

Implementation of ETOP-R To implement our ETOP-based al-
gorithm, we made the following changes to the link-measurement
component. First, we build a new cache for ETOP that is similar
to the ETX link cache, except that the links are now represented by
their delivery probabilities.

1ETOP is non-commutative.

The ETOP cache is not populated by collecting data via an explicit
new mechanism, but is derived from the information in the ETX
link cache. We exploit the simple relation between ETX and the
link delivery probability given by Equation (1). In computing ETX,
the authors assume that the probes compute the probability of suc-
cessfully delivering a packet across a link; ETX is computed to
be the inverse of this probability. With ETOP, the probability of
successfully delivering a packet across a link is given by πi, the
probability that a packet is “not" dropped on a given link. Thus, in
the above discussion, we equate πi to 1/ETX . This value is then
used in computing the ETOP using Equation (3). Finally, Dijk-
stra’s weighted shortest path was modified in order to return paths
that minimize the ETOP metric. The modification consists in re-
placing the cost function used by ETX - the sum of ETX values of
the links - with Equation (3). When the source needs a route to the
destination it issues a request to the link-measurement component
along with an option to indicate whether the Dijkstra’s algorithm
with ETX, or ETOP is to be used.

3.2 Impact of ETOP-R and ETX-R on long
lived TCP Flows

Given that ETOP-R is especially designed for use when a reliable
transport layer is used in conjunction with a link layer scheme that
supports a limited number of retransmissions, we consider the most
popular choices that have these properties viz., TCP and the IEEE
802.11 MAC, respectively.

The Experiment Set up: For our experiment, we choose at ran-
dom a large number of source-destination pairs, 110, out of the
possible 25 × 24 = 600 combinations and run TCP sessions on
each pair for 3 minutes. We use “Iperf" [2] to measure the maxi-
mum achievable TCP bandwidth (goodput).

To make the results between the metrics as comparable as pos-
sible, the following setup (similar to that in [5]) is used. For each
of the 110 node pairs, we run ETX-R immediately followed by
ETOP-R. Thus, the results with the two metrics are obtained within
minutes of each other; we expect the channel conditions to have
changed little during this time. We repeat the experiment six times
and compute an average to reduce the impact of temporal varia-
tions. On every path, the protocols are allowed to run for 90 secs
to achieve stable operations. Then, the source pings the destination
for 5 sec, at a rate of one packet per second, in order to allow the
protocols to discover the paths to the destination. Subsequently,
the source initiates a TCP connection with the destination. Further-
more, as in [5], prior to starting the connection, the source waits for
15 secs in order to allow enough time for the routing component to
collect the link statistics.

ETOP-R improves TCP goodput over ETX-R: In Figure 1 the
CDF and the medians2 of the distribution of the measured TCP
goodputs for ETOP-R and ETX-R are depicted. The CDF for all
the 110 node-pairs, depicted in Figure 1(a), shows that ETOP-R
performs better than ETX-R, by as much as 65%, in a wide range
of goodputs. A more detailed look into the data, Figures 1(b)-1(e),
reveals that the regime of goodput values where ETOP-R offers
significant improvements correspond to those achieved by node-
pairs separated by three or more hops; the regime of goodput values
where the statistical performance of ETOP-R and ETX-R are sim-
ilar, correspond to those achieved by node-pairs one or two hops
away. This is expected, since, for the node pairs that are separated
by one or two hops the position of the link has little or no impact
and thus, ETOP-R can offer little or no improvements.
2When the distribution of the data is skewed (as it is in our case),
the median is more representative of a typical observation than the
mean[8].
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(a) CDF of the TCP goodput for all 110
paths.
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(b) CDF of the TCP goodput for node
pairs that are 1-hop apart
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(c) CDF of the TCP goodput for node
pairs that are 2-hops apart

CDF: Path Length 3 hops
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(d) CDF of the TCP goodput for node
pairs that are 3-hops apart

CDF: Path Length 4 hops

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

100 150 200 250 300 350 400 450 500 550

TCP Goodput (Kbps)

C
u

m
u

la
ti

v
e
 F

r
a
c
ti

o
n

 o
f 

N
o

d
e
 P

a
ir

s
ETX-R

ETOP-R

(e) CDF of the TCP goodput for node
pairs that are 4-hops apart

 

 

 

 

 

 

 

 

` 

Median TCP Goodput (Kbps) Path 

Length 
# Pairs 

ETX-R ETOP-R 

All Lengths 110 523.1 640.4 
  

1-hop 39 681.7 665.8 
 

2-hops 41 546.5 632.7 
 

3-hops 23 382.3 648.2 
 

4-hops 7 272.8 422.3 

(f) Median TCP goodput for all path
lengths.

Figure 1: The CDF of the goodputs distribution for the 110 node pairs, Figure 1(a); organized by path length in Figures
1(b),1(c),1(d),1(e). The median goodput for all path lengths is depicted in Figure 1(f). ETOP-R offers significant improvement,
by as much as 65%, over ETX-R for the node pairs separated by 3 or more hops.

4. CONCLUSIONS
In this work, we revisit the problem of computing the path with

the minimum cost in terms of the number of link layer retransmis-
sions in multi-hop wireless networks. The key feature that distin-
guishes our work is that we consider a finite number of link level
retransmissions unlike previous efforts (such as ETX); this makes
the problem significantly more involved. We demonstrate that in
addition to the magnitude of the link reliabilities on a path, the rel-
ative ordering of the links is critical in computing the correct min-
imum cost path. We provide a synopsis of an analytical model to
compute a path metric ETOP, that captures this cost. We implement
ETOP-based routing and perform sample experiments on a 25 node
indoor mesh network to quantify and evaluate its performance. We
compare the performance of the paths computed with our metric
with those computed with a routing strategy based on using ETX.
We provide sample results that show that our scheme outperforms
the ETX by as much as 65 % in terms of achievable TCP goodput.
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