Unsupervised Content-Based Identification of Fake News Articles with Tensor Decomposition Ensembles
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ABSTRACT
Social media provide a platform for quick and seamless access to information. However, the propagation of false information, especially during the last year, raises major concerns, especially given the fact that social media are the primary source of information for a large percentage of the population. False information may manipulate people’s beliefs and have real-life consequences. Therefore, one major challenge is to automatically identify false information by categorizing it into different types and notify users about the credibility of different articles shared online.

Existing primarily focuses on feature generation and selection from various sources, including corpus-related features. However, so far, prior work has not paid considerable attention to the following question: how accurately can we distinguish different categories of false news, solely based on the content?

In this paper we work on answering this question. In particular, we propose a tensor modeling of the problem, where we capture latent relations between articles and terms, as well as spatial/contextual relations between terms, towards unlocking the full potential of the content. Furthermore, we propose an ensemble method which judiciously combines and consolidates results from different tensor decompositions into clean, coherent, and high-accuracy groups of articles that belong to different categories of false news. We extensively evaluate our proposed method on real data, for which we have labels, and demonstrate that the proposed algorithm was able to identify all different false news categories within the corpus, with average homogeneity per group of up to 80%.
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1 INTRODUCTION
The advent of social media services has facilitated producing, sharing, and searching information at an unprecedented level. For instance, over 65% of the US adult population has access to Facebook and share information on a daily basis. Social media allow people to express their feelings, state their opinions on news, and relay information from the media to their audience. Therefore, social media play a profound role in influencing the social-economic
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and political domains of everyday decision making. For instance, during 2016 US presidential election, candidates effectively used Twitter to send their messages and express their opinions directly to their supporters. Hillary Clinton’s Twitter, for example, has reached 16 million followers, with her most popular tweet received more than 600,000 re-tweets and one million likes.

Aside from all merits, the proliferation of false information raises major concerns. In the 2013 World Economic Forum, “the rapid spread of misinformation online” has been ranked among top ten trends for year 2014 [11]. False information being deliberately produced to manipulate readers is called disinformation for different purposes for example stating a biased belief or tempting audience to clicking on the link. On the other hand, misinformation, is the unintentional relay of incorrect facts to an audience who may perceive the delivered information as true.

There exist several online fact-checking applications, like Hoaxy [30], which gather credibility scores of news from several online fact-checking websites, such as Snopes.com, PolitiFact.com, and FactCheck.org. Recent research shows that fake news spread fast through social media networks (for instance, Hurricane Sandy in 2012 [4] and the Boston Marathon blasts in 2013 [31]), and this can adversely amplify public anxiety. For instance, in 2013, $130 billion in "stock value was wiped out" abruptly after a rumor of Barack Obama being injured by an explosion at the White House [26]. Thus, early identification of fake news, before they find their way in online fact-checking repositories, potentially using solely their content, is imperative.

A popular line of work focuses on analyzing user connectivity, in order to understand how information is diffused on a social network. There exist several proposed models, such as independent cascade and linear threshold model [17], SIR [35] and tipping models [5], most of which seek to learn a parameterized probability of a user being infected, as a function of their friends and their behavior.

In addition to network-based analyses, fake news identification can be done based on the content of a particular article. For example, Facebook recently proposed a number of tips for spotting fake news, such as being skeptical all-CAPS headlines and unusual formatting. Aside from using merely meta-data of an news article, such as its title or potential hashtags shared along with it, the very text of the article can reveal crucial information. In this paper, we focus on content-based unsupervised fake news identification, using factorization methods. Most unsupervised clustering methods in text retrieval with basis of Non-negative Matrix Factorization (NMF) [16, 34, 20, 32, 18, 12], Singular Value Decomposition

1https://www.weforum.org/agenda/2016/08/hillary-clinton-or-donald-trump-winning-on-twitter/
2https://techcrunch.com/2017/04/06/facebook-puts-link-to-10-tips-for-spotting-false-news-atop-feed/
(SVD) [7] and Independent Component Analysis (ICA) [19] focus on frequencies of terms (words) in documents. To improve the results, tf-idf (term frequency-inverse document frequency) has been widely proposed as term-weighting schemes to enhance the effectiveness of words. The tf-idf value increases proportionally to the number of times a word appears in the document and reduce the weight of term appears more frequently in corpus generally. Although the frequencies of terms are considered in these algorithms, the affinity of terms are ignored that causes irrelevant news with same high keywords being selected in a same latent factor.

The aforementioned matrix techniques are able to capture correlations and similarities between different documents, however, they are not able to fully leverage the context of a document, since they are restricted to unigrams (or even n-grams, which still do not fully capture context). Context has been shown to be extremely useful in designing effective word vector representations, with prime example the Word2Vec model [22].

In this paper, we take this analysis a step further and explicitly model the context of words within a document via capturing the spatial vicinity of each word. In particular, we model the corpus as a third order tensor which simultaneously models article and term relations, as well as spatial/contextual relations between terms. Exploiting both aspects of the corpus, and in particular the spatial relations between words, is a determining factor for identifying coherent groups of articles that fall under different types of fake news. To the best of our knowledge, this work is the first to simultaneously model spatial relations between terms, and latent relations between terms and articles, in the context of fake news identification. Our contributions are:

- **Exploiting higher-order context information**: We model the corpus as a three-mode (article, term, term) tensor which captures spatial term relations and article-term relations. We, subsequently use the CP/PARAFAC decomposition [14] to identify latent groups of articles that fall under coherent categories of false news.
- **Introducing an ensemble method**: We design an ensemble method which leverages multiple decompositions of the (article, term, term) tensor to further refine the latent groups discovered by the decomposition and produce a clean categorization of articles, which is more accurate than the state of the art. In particular, our proposed ensemble technique 1) discovers classes with higher homogeneity, 2) is able to identify “hard” categories of false news (where baselines fail), and 3) produces results with lower outlier diversity.
- **Evaluation on real-world data**: We apply our proposed algorithm on Kaggle fake news dataset [28] which contains several features including the body of news and also labels used only for evaluation. Our results show that the proposed algorithm finds most of fake news categories with homogeneity value up to 80% on overall, reduces the diversity of outliers to 2.5 and exploring all categories with high homogeneity whereas other algorithms are incapable of discovery all categories.

Indicatively, our proposed method was able to produce latent groups with 65% coherence overall and more 80% for most of categories, whereas NMF/SVD up to 50% on average of top 30 news for each factor.

The outline of the paper is as follows. In Section 2, we describe preliminaries and notations used in the paper. In Section 3 we define the problem and describe our two-tier proposed algorithm. We give the results of running numerous experiments with two different unsupervised clustering algorithms in Section 4. In Section 5 we provide a brief literature survey on false news. Finally, we describe our conclusions in Section 6 about the usefulness of our proposed method and how the two algorithms could be used together to detect and analyze false news categories.

## 2 PRELIMINARIES AND NOTATIONS

Before explaining our proposed algorithm, we provide a few necessary definitions and describe our notations on tensor decomposition and co-clustering which we use throughout this paper.

### 2.1 CP/PARAFAC Tensor Decomposition

Tensors are denoted by boldface underlined capital letters ($\mathbf{X}$) matrices by boldface capital letters ($\mathbf{X}$) and vectors by boldface lower case letters ($\mathbf{x}$). Furthermore, $\mathbf{X}^{r \times s \times t}$ denotes the $r$th horizontal slice in $\mathbf{X}$. CP/PARAFAC decomposition [14] of a 3-way $\mathbf{X}$ is written as $\mathbf{X} \approx \sum_{i=1}^{K} \mathbf{A}_i \cdot \mathbf{B}_i \cdot \mathbf{C}_i$, where the symbol $\cdot$ denotes the outer product and $\mathbf{A}_i$ (same for $\mathbf{B}_i$ and $\mathbf{C}_i$) denotes the normalized $r$th column (called component) of non-negative factor matrix $\mathbf{A}$ (same for $\mathbf{B}$ and $\mathbf{C}$). $\mathbf{R}$ is the rank of CP/PARAFAC decomposition is minimum number of columns needed that their outer products construct the original tensor. However, in most cases, a low-rank decomposition is preferred, because it is able to effectively capture hidden patterns and similarities in the data. In this paper, we employ the CP/PARAFAC decomposition with alternating optimization, given a Poisson distribution on the column of data, which has been shown to be tailored when dealing with sparse, count data [6]; hence $\{\mathbf{A}, \mathbf{B}, \mathbf{C}\} \in [0, 1]^{M \times R}$ and $||\mathbf{A}_r|| = 1$ (also for $\mathbf{B}_r$ and $\mathbf{C}_r$).

### 2.2 Soft Co-Clustering

Co-clustering searches for subsets of similar rows and columns in the data matrix with least squares similarity. In the Sparse Matrix Regression algorithm [23] the authors introduce a soft matrix co-clustering method, where co-clusters may overlap. In co-clustering since rows and columns are decomposed is called bilinear decomposition. So, $\mathbf{X}^{N \times M} \approx [\mathbf{R}^{N \times K}, \mathbf{C}^{M \times K}] = \sum_{i=1}^{K} \mathbf{r}_i \mathbf{c}_i^T$ where $\mathbf{r}_i$ and $\mathbf{c}_i^T$ is a latent factor of rows and columns, respectively and $K$ is the rank of co-clustering. The authors of [23] further impose L1-norm regularization to promote sparsity on the latent factors. Therefore, the loss function is calculated as: $||\mathbf{X} - \mathbf{RC}^T||_F^2 + \lambda \sum_{i,k} ||\mathbf{R}(i,k)|| + \lambda \sum_{j,k} ||\mathbf{C}(j,k)||$. 

2
3 PROBLEM DEFINITION AND PROPOSED METHOD

In this section, we explain our two-tier proposed method. First we explain how to extract spatial relations on terms and then we discuss the co-clustering to decompose relevant documents.

3.1 Problem description

Given a corpus of fake news \( d = \{n_1, n_2, n_3, \ldots\} \) with size of \( N \) where each document \( n_j \) is a vector of terms in a dictionary, \( \Sigma = \{t_1, t_2, t_3, \ldots\} \) with size of \( T = |\Sigma| \). The problem is clustering of documents based on their terms into homogeneous classes with respect to fake news categories. To this end, we first cluster documents based on appearance positions of each term in an article and its correlations with other terms (Spatial relation extraction) following by designing an automatic ensemble co-clustering to cluster documents according to their positions in different factors among various low-rank decompositions.

3.2 Tier-1: Spatial relation extraction

In this section, we propose a method to decompose the documents based on spatial relations on their terms. The intuition of this stage is that a subset of terms which are in affinity to other represents a meaning. In this paper, we call the affinities of terms in a document spatial relations between terms and we propose a tensor constructed based on these relations. Low-rank tensor decomposition leads to mine the most important relations which represents a category of false news.

In most of previous content-based decomposition algorithms, a document-term matrix (for example, \( A^{T \times N} \)) has been constructed such that \( A(i, j) \) represents the number of occurrence of \( i \)th term of the dictionary in the document \( j \). Documents that have similarities in frequencies of words have the similar coefficient in each factor of decomposed matrix. Therefore selecting top values of each factor in decomposed document matrix leads to a coherent number of documents.

In contrast to previous research that only existence and frequency of words in documents does matter, we also take the spatial relation of words into account. To this end, we propose a tensor of \( X_{N \times T \times T} \). Each horizontal slice of \( X_{t \times \cdot \times \cdot} \) represents the spatial relations in a document. For a horizontal slice like \( S \), \( S(i, j) \) is the number of times that \( i \)th term and \( j \)th term of the dictionary appear in an affinity of each other. Therefore, each slice of the tensor contains the co-occurrence of terms within \( \delta \) which is the size of affinity window.

The problem is extracting a densely correlated set of documents and words, usually manifesting in the data as dense blocks. To this end we use CP/PARAFAC decomposition. We compute non-negative CP/PARAFAC with alternating Poisson regression (CP_APR) that uses Kullback-Leibler divergence because of very high sparsity in the tensor [6].

3.3 Tier 2: Tensor Ensemble Co-clustering

The second tier of our proposed method is a clustering algorithm for categorizing news articles based on their cluster membership among a set of different tensor decompositions. Intuitively, the proposed clustering seeks to find a subset of news articles that frequently cluster together in different configurations of the tensor decomposition of the first tier (where 'configuration' refers to the rank of the decomposition).

The intuition behind our proposed ensemble method is that news articles that tend to frequently appear surround each other among different rank configurations, while having the same ranking within their latent factors are more likely to ultimately belong to the same category. The ranking of a news article with respect to a latent factor is derived by simply sorting the coefficients of each latent factor, corresponding to the clustering membership of a news article to a latent factor.

Before we proceed with our proposed method, below we describe a number of different scenarios that for two different news articles in our results, both when dealing with a single decomposition, and when dealing with an ensemble of configurations:

3.3.1 Scenario 1: Within factors of CP/PARAFAC. Suppose that two news articles of \( n_1 \) and \( n_2 \) belong to a same category. Besides, they have much similarity with respect to content. Therefore, one can expect that after a tensor decomposition they should appear in top of some columns close to each other (see Fig. 1a).

3.3.2 Scenario 2: Different configurations. If \( n_1 \) and \( n_2 \) are most of times in affinity of each other in different configurations of low-rank decomposition, one can expect that they belong to the same category (\( n_1 \) appears near \( n_2 \) in both Fig. 1a and Fig. 1b configurations).

3.3.3 Scenario 3: Different columns. To the contrary, if \( n_1 \) and \( n_2 \) appear at top of different columns (see fig. 1c), but in other factors they are usually near each other, it is more than likely that they are outliers to those columns.

3.3.4 Scenario 4: Transitivity. If there exists another news like \( n_3 \) such that \( n_1 \) and \( n_3 \) appear nearby in some configurations and \( n_1 \) and \( n_2 \) appear nearby in some other configurations, it’s likely that \( n_1, n_2 \) and \( n_3 \) belong to a same category (see Fig. 1d).

In order to extract similar news articles from the ensemble of tensor decompositions with different configurations, we apply co-clustering. In particular, we propose to combine the clustering results of each individual tensor decomposition into a collective (news-article by latent-factor) matrix, from which we are going to extract co-clusters of news articles and the corresponding latent factors (coming from our ensemble of decompositions), indicating that news articles within the same co-cluster tend to appear (with high membership value) frequently in the same latent tensor decomposition factor.

When constructing the (news-article by latent-factor) matrix, we have to decide whether a particular news article belongs to one of the \( r \) factors of each decomposition. We, thus, use the value of the factor corresponding to each article, and assign it accordingly to one of the \( r \) factors. To that end, we divide each factor into several partitions, based on the Empirical Cumulative Distribution Function (ECDF) of their values, so that we do not create arbitrary partitions or make arbitrary assignment decisions. After computing the partitions, each column is reordered, as shown in Figure 2 so
4 EXPERIMENTAL EVALUATION

In this section, we evaluate our proposed method on a real dataset. We use the fake news dataset provide by Kaggle [28] which contain text and metadata of over 12000 articles. Table 1 describes the categories of fake news labeled by BS detector [8]. We discard *fake* category because of few instances and *bs* news since they are missing labels. We implement our proposed algorithms in Matlab. For tensor decomposition and SMR co-clustering, we use the tensor toolbox library [3] and the publicly available implementation in [9], respectively. We only choose the news which contain more than 100 words after stemming and removing stop words. For balancing the dataset, we randomly select the equal number of instances for each category. Therefore, it results to have 75 instances for each category. The default kernel size to construct the tensor is 10 unless it is explicitly stated. We conduct experiments a number of times on different shuffled instances and report the median results.

### 4.1 Evaluation of Tier-1

First, we show our results for the first tier of our approach, evaluating it in different aspects. More specifically, we analyze the results of 1) homogeneity and 2) variety of outliers in different algorithms, and 3) investigate the sensitivity of word kernel.

#### 4.1.1 Homogeneity.

Our primary objective is to identify high-quality clusters of fake news in an unsupervised manner. To this end, we show the homogeneity of factors in different decompositions, and the extraction of high-quality clusters for fake news articles. Next to each decomposition of the ensemble we also plot the homogeneity (with respect to the actual labels) of each factor and we demonstrate how the homogeneity improves by combining the decomposition ensembles via co-clustering.

After constructing the matrix, we co-cluster the rows (corresponding to news articles) and columns (corresponding to latent tensor factors) of that matrix. The result will be set of news articles that frequently appear in the same latent factor partition (computed by the ECDF of each factor) with similar factor-membership value. Intuitively, the proposed ensemble method decreases the likelihood of outliers, i.e., news articles which, by mere noise, would appear with very high value in one of the decompositions, but not in the entire ensemble.

<table>
<thead>
<tr>
<th>class name</th>
<th>short form</th>
<th>descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Satire]</td>
<td>Sources that provide humorous commentary on current events in the form of fake news.</td>
<td></td>
</tr>
<tr>
<td>Extreme [Bias]</td>
<td>Sources that traffic in political propaganda and gross distortions of fact.</td>
<td></td>
</tr>
<tr>
<td>[Conspiracy]</td>
<td>Sources that are well-known promoters of kooky conspiracy theories.</td>
<td></td>
</tr>
<tr>
<td>[Junk Science]</td>
<td>Sources that promote pseudoscience, metaphysics, naturalistic fallacies, and other scientifically dubious claims.</td>
<td></td>
</tr>
<tr>
<td>[Hate] Group</td>
<td>Sources that actively promote racism, misogyny, homophobia, and other forms of discrimination.</td>
<td></td>
</tr>
<tr>
<td>[State] News</td>
<td>Sources in repressive states operating under government sanction.</td>
<td></td>
</tr>
</tbody>
</table>

#### 4.1.2 Outlier variety.

Another important evaluation metric that we measure in this paper is the variety of outliers. As shown in Fig. 3b, although CP/PARAFAC reduces the number of outliers substantially, outliers belong to different news categories. During our experiments, we noticed that the number of outliers increases when increasing the number of top news articles to 25 or larger. Overall, comparing the results of homogeneity with the variety of outliers indicates that even though homogeneity is less sensitive to the increase of the number of news articles per cluster, the number of outliers increases substantially, warranting the second tier of our proposed method.

#### 4.1.3 Categories identified.

The third dimension on which we evaluate our proposed method is its ability to discover as many categories of fake news as possible. As seen in Fig. 3d-f, *bias, hate* and *junksci* are relatively easy for all of the decomposition algorithms.
In contrast to other algorithms, our proposed CP/PARAFAC-based method is able to classify other, harder, categories with high homogeneity. More specifically, most other methods algorithms to even identify the category of state while our proposed method is identifying this category with 80% accuracy. Therefore, our proposed one-tier algorithm outperforms other algorithms in both overall homogeneity and also capability of finding all categories.

4.2 Evaluation of Tier-2

In this section, we discuss that better homogeneity can be obtained after keeping track of relations between news. We will show that the proposed method boosts the homogeneity while decreases the variety of outliers. Furthermore, we show that homogeneity of each false news category individually. In this paper, we partition factors of SMR with their ecdf values of 90, 80 and 65% percentiles after excluding zeros. Then we add a column to for each corresponding CP/PARAFAC factor for zero values.

4.2.1 Homogeneity. In this section SMR is employed after applying Tier-1 decomposition method. Fig. 4a depicts the results of the proposed algorithm comparing with others. Our proposed algorithm outperforms other algorithms significantly. One merit of employing the proposed SMR on the Tier-1 decomposition is stabilization on homogeneity. We observe that there in less variation in homogeneity when selecting more top news from each factor. Furthermore, comparing to Tier-1 CP/PARAFAC shows significant improvement of the proposed CP/PARAFAC-SMR in
4.2.2 Outlier variety. Fig. 4b illustrates the varieties of outliers using the proposed algorithm. As one can see, not only the number of outliers but also the varieties of outliers reduce significantly. In some factors, there exist only one type of outlier. Comparing the proposed method with tier-1 CP/PARAFAC reveals that outlier variety reduces by more than one on average. This indicates that the proposed algorithm effectively suppresses outliers.

Table 2 describes the percentage of categories existed as outliers in other categories. Conspiracy is the only outlier of state category and the dominant outliers of bias. Moreover, it seems similarity in hate and satire news although the class of hate news has a profound homogeneity.

4.2.3 Categories identified. We investigate the homogeneity and outliers of different news categories individually. As seen in Fig. 4 g-l, all of categories are clustered successfully. Although the results seems similar to tier-1 CP/PARAFAC, the improvement to each news category is because of eliminating the irrelevant news. It means that comparing the varieties of outliers in this stage and 1-tier CP/PARAFAC shows that relevant news is substituted with
news of the category that there is no other news from this category exists in affinity.

4.2.4 Sensitivity to decomposition rank. Fig. 4c shows the sensitivity of SMR after employing CP/PARAFAC. As one can see, the homogeneity of the proposed method is robust with respect to different decomposition rank configurations of SMR. We observed that although the homogeneity of classes in rank 8 is slightly higher than that of other ranks, it finds fewer kinds of categories comparing to others.

5 RELATED WORK

In order to detect misinformation, supervised learning approaches have been widely used to detect false information. In [10] logistic regression classifier proposed to detect the mismatch between headline and content of articles. Gupta et al. [13] proposed a classifier to estimate the credibility of tweet with various features such as number of words, URLs, hashtags, emojis, presence of swear words, pronouns. Horne et al. [15] proposed a SVM algorithm on selected stylistic, complexity and psychological features of both title and body of articles to classify real, fake and satire news based on their contents. Qazviniani et al. [25] proposed a Bayes classifier on content-based, network-based, and microblog-specific features detect rumors on tweets’ contents. In [27], KLatsch framework has been proposed with AdaBoost and SVM classifiers on topological, crowdsourced and content-based (Hashtags, Mentions, URLs, and Phrases with sentiment extraction) features to detect political misinformation at the early stage on Twitter. In [36], author extracted several statistical features from tweets such as tweet lengths, the average number of hashtags, the entropy ratio of the word frequency distribution for training a decision tree model to rank the likelihood tweets. In all of aforementioned research, extracted features have been substituted for content.

NMF based algorithms have been widely used to clustering documents. Kuang et al. [20] proposed a 2NMF to cluster hierarchical documents based on contents. The NMF feature extraction of documents in [32] suffers from adjusting the number of keywords for categories. In [16], authors proposed an anchor-free topic identification based on word-word co-occurrence matrix. However, the location of terms and their affinity relations in documents have not been studied in this research.

There are some research that take the early labeled data in account to estimate the credibility of newly emerging data. In [33], authors proposed framework to clusters data into different rumor categories, select features, and train classifiers that can detect emerging rumors using prior labeled rumors. Sampson et al. [29] proposed to use implicit linking on hashtags and web address for helping the classification on set of content-based features [21] within detection deadline. In this paper, we focus our research on relation between news to cluster them into categories instead of utilizing the previous labeled information.

In [22], authors proposed several techniques for learning distributed representations of words such as Continuous Bag-of-Words (CBOW) Model, Continuous Skip-gram Model to train high dimensional word vectors. On contrary, we employ the co-occurrence of terms within a sliding window for each document, accordingly constructing a tensor of documents. Unlike [22], we proposed a spatial CP/PARAFAC that considers the relations of terms among documents and representation of words within a documents without further training for classification.

6 CONCLUSION

In this paper we set out to cluster false news into different categories. We proposed a tensor based scheme which effectively leverages term context via capturing spatial relations between terms for each article. We further introduce an ensemble method which is able to consolidate and refine the results of multiple tensor decompositions into a single, high-quality, and high-coherence set of article clusters which achieves higher coherence than state-of-the-art baselines, and is able to identify all different categories of fake news within our dataset.
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