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Existing Big Spatial Data Systems Cloudera Impala
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No spatial datatypes

Only supports relational
datatypes such as numbers,
Booleans and strings

No spatial indexes

Spatial data is naturally skewed
No natural sorting order

Extended objects, like polygons,
might overlap multiple partitions

No spatial operations

Impala only provides native
query plans for simple selection
or equi-joins, but lacks spatial
operations such as range query
or spatial join

Limitaitons of Existing Systems
1. Lack of standard SQL query interface

Objective: Extend the core of Impala
to support spatial data types, indexing

systems (e.g., Hadoop) generation
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