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Abstract—Video Reconstruction from static images has shown to benefit from using multi-aspect feature-based matching e.g. in form of dynamic systems to observe the behavior of the system over a certain period. An orthogonal line of work, broadly known as nearest neighbor, approaches the problem by extracting features from images. In this paper, we introduce FMVR, a novel Image matching based Video-Reconstruction. To the best of our knowledge, it is the 1st approach to incorporate multi-aspect information and feature-based matching, while being able to recover the video. We extensively evaluate FMVR’s performance in comparison to state-of-the-art approaches across publicly available six short and two long videos datasets and demonstrate that FMVR, through combining feature matching along with multi-aspect behavior, outperforms the baselines in terms of reconstruction error and time.

I. Introduction

Feature detection and matching are important components of various computer vision applications; thus, they have received a significant attention in the last decades and they are being applied broadly in many applications like Image representation and retrieval [2], 3D scene reconstruction [10], motion tracking, and robot localization [1], all depend on the presence of stable and representative features matching in the image. Thus, detecting and extracting the image features are vital steps for video reconstruction applications.

Fig. 1: Image Matching-based Video Reconstruction

In this moving and evolving world, it is difficult for researchers to capture the motions that occurs at small scale. It is required for sensory network to collect images as fast as possible to capture the system dynamics. But capturing images fast requires lot of energy. For example, in case of protein images, due to high energy demand, few samples destroyed in the process. This type of situation leads to restrict the researchers to capture any information on dynamics of protein. If we have enough sample images then the problem can be considered as a video reconstruction. To establish correspondences among a set of images to construct video, where feature correspondences between two or more image-frames are needed, it is necessary to recognize a set of salient points in each images.

Traditionally, research has focused on shape matching where it focuses on local extrema [15], [8] in a series of Difference of Gaussian (DoG) functions for extracting robust features. Another line of work is proposed by Abbas et al. [12] namely ISOMAP which is a graph-based approach that reconstructs the sequence through a nearest neighbors algorithm after reducing the dimensionality of system. In [6], author used SIFT algorithm for remote sensing to match features between images or to localize and recognize objects. We show a snapshot in figure 1 of our algorithm namely FMVR for reconstruction of video. FMVR uses image feature-based matching to find and for computing distinctive invariant local features between frames and uses efficient sorting for reordering them based on the calculated match metrics. Our contributions include:

- **Novel Approach:** We introduce FMVR, a feature matching-based video reconstruction algorithm. Under the hood of FMVR runs our proposed algorithm for feature extraction & matching and reordering of frames. Our parallel reordering algorithm is divided into small blocks to generalize the solution for complex video reconstruction.

- **Experimental evaluation:** We conduct extensive experiments in order to evaluate FMVR’s performance in comparison to state-of-the-art methods that either use compressive sensing, or scale-invariant feature transform information. In Section IV we demonstrate that FMVR perform similar or better as compared to other baselines.

The rest of the paper is organized as follows. In Section II we formally introduce our problem and section III outlined our proposed method FMVR. Further, in section IV we present our experimental evaluation and Section VI we conclude with a few remarks for future
extensions of this work.

II. Problem Formulation

A. Preliminary Definitions: Table I contains the symbols used throughout the paper.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X, x, \hat{x}$</td>
<td>Matrix, Column vector, Scalar</td>
</tr>
<tr>
<td>$R$</td>
<td>Set of Real Numbers</td>
</tr>
<tr>
<td>$f$</td>
<td>frames</td>
</tr>
</tbody>
</table>

TABLE I: Table of symbols and their description

B. Problem Definition: Consider an inverse problems in which one seeks to recover an video $V \in \mathbb{R}^{m \times n}$ from a collection of measurements $I \in \mathbb{R}^{m \times n}$ where $R$ is collection of images. While the proposed approach is more general, for ease of discussion and interpretation, we will focus on the case in which the measured data are related to the true image via $V = IH$ where $H \in \mathbb{R}^{n \times n}$ is matching feature points of image frames.

In the context of feature matching, the first step of any matching system is to detect interest locations in the images and describe them. Once the descriptors are computed, they can be compared to find a relationship between images for performing matching tasks. We combine strongest matching frames together based on the distance between two image multi-aspect frames and merge them to reconstruct the video.

III. Proposed Method

As we mention in the introduction, there exists a body of work in the literature that is able to efficiently reconstruct the video in the presence of incoming images frames [10], [12], [14]. However, those methods are slow, and eventually are not able to reconstruct the video with large images volume. In this paper we propose fMVR, which takes a different view of the solution. Our algorithm is a two step process and includes feature extraction and reordering of frames. Our reordering algorithm is split into small chunks to generalize the solution for complex video reconstruction.

A. STEP 1: Feature Extraction: The algorithmic framework we propose is shown in Figure 1 and is described below: For reconstruction video from the images, we took original video from Youtube and then shuffled the video frames to use it for feature extraction. Using this randomized video, we extracted the images for each frame i.e. $I(t_1) \ldots I(t_N)$. Each image frame is then converted to tensors or multi-layer matrices. The layers of tensor represent the RGB values of image frame. For example, for $I(t_1)$ frame, 1st layer shows the Red component values in the image, 2nd layer represents the Green component of image and finally, the 3rd layer shows the blue component of image. Then to make the process fast, the tensorized images are down-sampled to remove static background. Finally the features are extracted by approximates Laplacian of Gaussian (LoG) with Box Filter and by using wavelet responses in horizontal and vertical direction as shown in Figure 2 below. For each sub-region of frame, wavelet responses for horizontal and vertical are considered and a vector is formed as $I = (\sum |x_i|, \sum |y_i|, \sum |x_i|, \sum |y_i|)$. To improve the feature detection we use sign of Laplacian for underlying interest point. The distance metrics are calculated only from the extracted features which helps to reduce the input data dimensionality. In the matching stage, we only compare features if they have the same type of likelihood. This can be calculated by considering the number of feature matches between frames and the displacement metrics of the matches. Figure 3 shows the outcomes for this step.

![Fig. 2: Laplacian of Gaussian (LoG) with Box Filter approximation](image)

Algorithm 1: fMVR for Video Reconstruction

```
Input: set of Images $I(t_1) \ldots I(t_N)$
Output: Reconstructed Video $V$
1: Create frame groups $f \in I$. $X_P$ is frame matches between frames $i$ and $j$.
2: for $i=1 \ldots N$ do
3:  for $j=1 \ldots N$ do
4:    $I_i, I_j$ find strongest match.
5:    if $(I_i, I_j)$ same frame then
6:      $X_P(I_i, I_j) = -1$
7:    else
8:      Combine $f_{i,j}$ containing $I_i$ and $I_j$
9:      end if
10:  end for
11: end for
12: $V = merge frames with strongest match from X_P$
13: return $V$
```

B. STEP 2: Parallel Reordering and Matching: Given the distance metrics between frames, the reordering algorithms [11] is implemented to reconstruct the video frames in the most likely sequence. It takes into account every possible pairing of frames and sorts by combining the strongest matches until it results in a single continuous sequence. The sorting algorithm is done by looking at all
the available frames that can be matched, finding the most powerful match, and then combining the associated sequences. Reordering algorithm takes its time for calculating all the feature matches between each pair of frames which scales as $O(N^2)$. However these calculations can be done in parallel which greatly speeds up the algorithm. So upper bound for this become $O(N^2M^{-1})$ where $M$ is number of parallel execution.

![Fig. 3: fMVR response for feature detection and matching process](image)

### IV. Experimental Evaluation

Matlab implementation and the data we used for experiments are available at link [1].

#### A. Data-set description:

In order to truly evaluate the effectiveness of fMVR, we test its performance against six short and two long you tube video datasets. Those datasets are summarized in Table II and are publicly available at [http://www.youtube.com](http://www.youtube.com).

**Table II**: Table of real datasets analyzed

<table>
<thead>
<tr>
<th>Type</th>
<th>Video</th>
<th>Size (MB)</th>
<th>Length (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short</td>
<td>At The Opera</td>
<td>2.704</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>Funny Cat</td>
<td>2.375</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>Life in T.Mai</td>
<td>1.538</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>Sunrise</td>
<td>2.753</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>Talent</td>
<td>2.392</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>Visual</td>
<td>2.427</td>
<td>80</td>
</tr>
<tr>
<td>Long</td>
<td>Salt</td>
<td>122.574</td>
<td>1218</td>
</tr>
<tr>
<td></td>
<td>Piper</td>
<td>209.487</td>
<td>3788</td>
</tr>
</tbody>
</table>

**B. Baselines:** Here we briefly present the state-of-the-art baselines we used for comparison.

**IsoMap-Nearest Neighbor** [12]: IsoMap-Nearest Neighbor is a graph-based approach that reconstructs the sequence through a nearest neighbors algorithm after reducing the dimensionality of system.

**Random Seed-SIFR** [6]: The SIFT i.e. scale-invariant feature transform algorithm is widely used in computer vision and in remote sensing to match features between images or to localize and recognize objects. The algorithm RS-SIFR select random seed from pool and match with closest pair until all frames are matched.

**CSVideoNet** [17]: The CSVideoNet algorithm directly learns the inverse mapping of compressive sensing and reconstructs the original input in a single forward propagation.

#### C. Evaluation Metrics:

In order to obtain an accurate picture of the performance, we evaluate fMVR and the baselines using three criteria: Relative Error, Wall-Clock time and Fitness Score. These measures provide a quantitative way to compare the performance of our method. More Specifically, **Relative or Reconstruction Error** is effectiveness measurement and defined as:

$$\text{Relative Error} = \frac{|V_{original} - V_{reconstructed}|}{|V_{original}|}$$

where, the lower the value, the better the approximation.

**CPU time (sec)** indicates how much faster does the reconstruction runs as compared state-of art methods. The average running time denoted by $T_{tot}$ for processing all frames for video, measured in seconds, and is used to validate the time efficiency of an algorithm.

**Fitness Score** indicates the logistic performance and score for frames and can be calculated as

$$S(f_1, f_2) = \frac{1}{1 + e^{-(f_1-f_2)/(f_1-f_0)}}$$

where, the lower the value, the better the approximation.

#### D. Evaluation:

1) **Comparison with baseline:** For all datasets we compute Reconstruction Error, CPU time (sec) and Fitness Score. The results for all video data are shown in Table III. The best result is shown in bold. We observe that fMVR performed better than other approaches when applied on "Sunrise" and "Talent". The most interesting comparison, however, is on the large video datasets, since they present more challenging cases than the short video datasets. PIPER is with large size and has high number of variations in adjacent frames. Given that, we found that fMVR achieved the better performance because of its accurate adjacent frame matching capability with no pre-knowledge of the direction of the video.

The execution time is mostly contributed by the feature match calculations. The figure 4 shows the experimental results for sequential and parallel match. Then the feature matching time reduced approximately 60-70%.

2) **Scaling and Frame Skipping:** We evaluated the performance of fMVR with changing the scale on down sampling of the input images. By reducing the image size that is used for feature extraction, the initial matching runs faster and with a lower memory footprint. The result is shown in Figure 5 for all datasets.

To evaluate the performance of reordering algorithm to handle large frame distance, we evaluate the algorithm by skipping frames in the input images from video before...
TABLE III: Experimental results for Relative Error, CPU Time (s) and Fitness Score. FMVR mostly outperforms baselines and, in particular, works better in very hard scenarios such as the Suit and Piper video dataset.

V. Related Work

• Feature Matching approaches: Reconstructing video from image frames using feature matching technique is not a widely researched. The applications are primarily focused around academic or research communities like protein analysis etc. The ISOMAP technique proposed by Abbas Ourmazd et al. [12] gained popularity for reconstruction of video from images. It is a graph-based approach that reconstructs the sequence of images using a nearest neighbors algorithm after reducing the dimensionality of the system. This essentially helps in the estimation of the geometry by computing a lower dimensional encoding of k nearest neighbors which greatly reduced dataset for analysis. The limitation of this method is that it generally throws away frames when it reconstructs the sequence from the connected sub-graphs. In [6], author used SIFT algorithm for remote sensing to match features between images or to localize and recognize objects. This is widely used in locating objects in videos. Another line of work is proposed by Xu et al. namely CSVideoNet [17] that directly learns the inverse mapping of compressive sensing and reconstructs the original input in a single forward propagation.

• Compression-based approaches: Outside of work being done for reconstructing video frames is also used in some video compression algorithms [9], [13], [11]. In these algorithms, frames can be reordered and previous and future frames are predicted using motion estimation [5], [3] algorithms. The motion estimation techniques may prove useful in increasing the algorithm’s robustness to noise.

• Tensor-based approaches: For a detailed overview of different tensor models we refer the reader to two concise survey paper [4]. In [16], algorithm synthesizing avatars from RGB images and presented it with various intermediate steps like body segmentation and dynamic robust data filtering etc. In [2], author successfully and efficiently able to reconstruct the high-resolution video using image reconstruction.

VI. Conclusions

This algorithm shows that video frames can be accurately reordered using image feature-based matching. The re-
ordering method provides a more robust ordering that can be greatly accelerated through parallelization. We extensively evaluate fMVR’s effectiveness over state-of-the-art approaches in a wide variety of real short and large publicly available You-tube video datasets, demonstrating the merit of leveraging feature-based matching and multi-aspect information towards high quality video reconstruction.

For future work we intend to explore different tensor decomposition models that can also be used for feature matching within fMVR’s framework, as well as explore more efficient and scalable implementations for reconstruction of a 3D video.
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