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Disclaimers |

* [ don’t have a magic bullet for publishing

— This is simply my best effort to the community, especially
young faculty, grad students and “outsiders”.

* For every piece of advice where I tell you “you
should do this” or “you should never do this”...

— You will be able to find counterexamples, including ones
that won best paper awards etc.
* | will be critiquing some published papers (including
some of my own), however | mean no offence.

— Of course, these are published papers, so the authors
could legitimately say | am wrong.



Disclaimers ||

» These slides are meant to be presented, and then
studied offline. To allow them to be self-contained
like this, | had to break my rule about keeping the
number of words to a minimum.

* You have a PDF copy of these slides, If you want a
PowerPoint version, email me.

* | plan to continually update these slides, so if you
have any feedback/suggestions/criticisms please let
me know.



Disclaimers |11

» Many of the positive examples are mine, making
this tutorial seem self indulgent and vain.

* I did this sitmply because...
— | know what reviewers said for my papers.
— | know the reasoning behind the decisions in my papers.

— | know when earlier versions of my papers got rejected,
and why, and how this was fixed.



Disclaimers 1111

» Many of the ideas | will share are very simple, you
might find them insultingly simple.

* Nevertheless, In my ten year experience as a
reviewer/area chair, at least half of papers submitted
to SDM/SIGKDD/ICDM/ have at least one of these

simple flaws.
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Outline

* The Review Process
 \Writing a data mining paper
— Finding problems/data

 Framing problems
 Solving problems

— Tips for writing
« Motivating your work

 Clear writing
 Clear figures

» The top ten reasons papers get rejected
— With solutions



The Curious Case of Srikanth Krishnamurthy

In 2004 Srikanth’s student submitted a paper to MobiCom

Deciding to change the title, the student resubmitted the
paper, accidentally submitting it as a new paper

One version of the paper scored 1,2 and 3, and was rejected,
the other version scored a 3,4 and 5, and was accepted!

This “natural” experiments suggests that the reviewing
process iIs random, is it really that bad?



Reviewers do get it (very) wrong sometimes

David Lowe's work on the SIFT method has about 10,000
citations, it was the most highly cited paper in all of
engineering sciences in 2005.

| did submit papers on earlier versions of
SIFT to both ICCV 97 and CVPR 98 and both

were rejected... David Lowe

Story from Yann LeCun

David Lowe



Mean and standard deviation

A IOOk at the among review scores for
. . papers submitted to recent
reviewing SIGKDD
a recent | |
SIGKDD ) | g
(I cannot say what year) 2 H
Mean number of reviews 3.02 | 104 papers H‘b
accepted Paper ID
Og 50 100 150 200 20 300 350 400 450 500

» Papers accepted after a discussion, not solely based on the mean score.
* These are final scores, after reviewer discussions.

 The variance in reviewer scores is much larger than the differences in
the mean score, for papers on the boundary between accept and reject.

- In order to halve the standard deviation we must quadruple the
number of reviews.



Mean and standard deviation
among review scores for
papers submitted to recent
SIGKDD

Conference
reviewing is an
imperfect system.

We must learn to live
with rejection.

| | | | Pa\.per IDI | | | |
0¢ 50 100 150 200 250 300 350 400 450 500

I

All we can do is try
to make sure that

our paper lands as 2
far left as possible

1| 104 papers
accepted

* At least three papers with a score of 3.67 (or lower) must have been
accepted. But there were a total of 41 papers that had a score of 3.67.

 That means there exist at least 38 papers that were rejected, that had
the same or better numeric score as some papers that were accepted.

» Bottom Line: With very high probability, multiple papers will be
rejected in favor of less worthy papers.



A sobering
experiment

4

M‘\MW

| | | |
0 50 100 150 200 250 300 350 400 450 S

Paper ID

» Suppose | add one reasonable review to each paper.

A reasonable review is one that is drawn uniformly from the range of
one less than the lowest score to one higher than the highest score.

* If we do this, then on average, 14.1 papers move across the
accept/reject borderline. This suggests a very brittle system.



But the good
Nnews is...

Most of us only
need to
Improve a little
to improve our
odds a lot.

Mean and standard deviation
among review scores for
papers submitted to recent
SIGKDD

| 104 papers
accepted

' Paper ID

! | | |
300 350 400 450 500

 Suppose you are one of the 41 groups in the green (light) area. If you
can convince just one reviewer to increase their ranking by just one
point, you go from near certain reject to near certain accept.

 Suppose you are one of the 140 groups in the blue (bold) area. If you
can convince just one reviewer to increase their ranking by just one
point, you go from near certain reject to a good chance at accept.




|dealized Algorithm for Writing a Paper

Find problem/data

Start Writing (yes, start writing before and during research)

Do research/solve problem

Finish 95% draft

Send preview to mock reviewers

Send preview to the rival authors wirwaily or literaiy)
Revise using checklist. T
Submit

aul|pesp 210430 LJuow auQ



What Makes a Good Research Problem?

It is important: If you can solve it, you can make money,
or save lives, or help children learn a new language, or...

You can get real data: Doing DNA analysis of the Loch
Ness Monster would be interesting, but...

You can make incremental progress: Some problems are
all-or-nothing. Such problems may be too risky for young
scientists.

There is a clear metric for success: Some problems fulfill
the criteria above, but it is hard to know when you are
making progress on them.



Finding Problems/Find

Finding a good problem can be the
of the whole process.

Ing Data

hardest part

Once you have a problem, you will need data...

As | shall show In the next few slid
problems and finding data are best

es, finding
Integrated.

However, the obvious way to find problems is
the best, read lots of papers, both in SIGKDD

and elsewhere.



Domain Experts as a Source of Problems

« Data miners are almost unigue in that they can
work with almost any scientist or business

* | have worked with anthropologists,
nematologists, archaeologists, astronomers,
entomologists, cardiologists, herpetologists,
electroencephalographers, geneticists, space
vehicle technicians etc

e Such collaborations can be a rich source of
interesting problems.



Working with Domain Experts |

 Getting problems from domain experts might come
with some bonuses

« Domain experts can help with the motivation for the paper

— ..Insects cause 40 billion dollars of damage to crops each year..
— ..compiling a dictionary of such patterns would help doctors diagnosis..

— Petroglyphs are one of the earliest expressions of abstract thinking, and a true hallmark...

Domain experts sometimes have funding/internships etc

Co-authoring with domain experts can give you credibility.

Augmenting the Generalized Hough Transform to Enable

the Mining of Petroglyphs
Qiang Zhu Xiaoyue Wang Eamonn Keogh 1Sang—Her—: Lee

Dept. of Computer Science & Engineering, ' Qegt._n:vfﬁrlthiogo@g;_y S
University of California, Riverside, CA 92521

SIGKDD 09 {gzhu, xwang, eamonn}@gcs.ucr.edu, sang-hee.lee@ucr.edu




Working with Domain Experts ||

g If | had asked my A

customers what they
wanted, they would have
L said a faster horse

Henry Ford

« Ford focused not on stated need but on latent need.

* In working with domain experts, don’t just ask them
what they want. Instead, try to learn enough about their
domain to understand their latent needs.

 In general, domain experts have little idea about what is
hard/easy for computer scientists.



Working with Domain Experts 11|

Concrete Example:

| once had a biologist s
sampling/estimation. S

pend an hour asking me about
ne wanted to estimate a quantity.

o After an hour | realizec

that we did not have to estimate

It, we could compute an exact answer!

» The exact computation

did take three days, but it had

taken several years to gather the data.

« Understand the latent need.



Finding Research Problems

« Suppose you think idea X is very good
 Can you extend X by...

— Ma <ing It more accurate (statistically significantly more accurate)
— Ma <ing It faster (usually an order of magnitude, or no one cares)

— Making it an anytime algorithm

— Making it an online (streaming) algorithm

— Making it work for a different data type (including uncertain data)
— Making it work on low powered devices

— Explaining why it works so well

— Making it work for distributed systems

— Applying It in a novel setting (industrial/government track)

— Removing a parameter/assumption

— Making It disk-aware (if it is currently a main memory algorithm)
— Making it simpler




Finding Research Problems (examples)

Suppose you think idea X is a very good
Can you extend X by...

Making it more accurate (statistically significantly more accurate)
Making it faster (usually an order of magnitude, or no one cares)
Making it an anytime algorithm

Making it an online (streaming) algorithm
Making it work for a different data type (including uncertain data)
Making it work on low powered devices

Explaining why it works so well

Making it work for distributed systems

Applying it in a novel setting (industrialigovernment tracl K)
Removing a parameter/assumption

Making it disk-aware (if it is currently a main memory algorithm)

The Nearest Neighbor Algorithm is very useful. | wondered if we
could make it an anytime algorithm.... ICDMO6 [b].

Motif discovery is very useful for DNA, would it be useful for time
series? SIGKDDO3 [c]

The bottom-up algorithm is very useful for batch data, could we
make it work in an online setting? ICDMO1 [d]

Chaos Game Visualization of DNA is very useful, would it be useful
for other kinds of data? SDMO5 [a]

[a] Kumar, N., Lolla N., Keogh, E., Lonardi, S., Ratanamahatana, C. A. and Wei, L. (2005). Time-series Bitmaps: ICDM 2006

[b] Ueno, Xi, Keogh, Lee. Anytime Classification Using the Nearest Neighbor Algorithm with Applications to Stream Mining. ICDM 2006.
[c] Chiu, B. Keogh, E., & Lonardi, S. (2003). Probabilistic Discovery of Time Series Motifs. SIGKDD 2003

[d] Keogh, E., Chu, S., Hart, D. & Pazzani, M. An Online Algorithm for Segmenting Time Series. ICDM 2001



Finding Research Problems

Suppose you think idea X is a very good
Can you extend X by...

Making it more accurate (statistically significantly more accurate)
Making it faster (usually an order of magnitude, or no one cares)
Making it an anytime algorithm

Making it an online (streaming) algorithm
Making it work for a different data type (including uncertain data)
Making it work on low powered devices

Explaining why it works so well

Making it work for distributed systems

Applying it in a novel setting (industrialigovernment track)
Removing a parameter/assumption

Making it disk-aware (if it is currently a main memory algorithm)

« Some people have suggested that this method can lead to
Incremental, boring, low-risk papers...

— Perhaps, but there are 104 papers in SIGKDD this year, they are
not all going to be groundbreaking.

— Sometimes ideas that seem incremental at first blush may turn out
to be very exciting as you explore the problem.

— An early career person might eventually go on to do high risk

research, after they have a “cushion” of two or three lower-risk
SIGKDD papers.



Framing Research Problems |

As a reviewer, I am often frustrated by how many people don’t have
a clear problem statement in the abstract (or the entire paper!)

Can you write a research statement for your paper in a single sentence?
« X i1s good for Y (in the context of Z).

« X can be extended to achieve Y (in the context of Z).
 The adoption of X facilitates Y (for data in Z format).

« An X approach to the problem of Y mitigates the need for Z.

(An anytime algorithm approach to the problem of nearest neighbor
classification mitigates the need for high performance hardware) wenoeta. icomos)

If 1, as a reviewer, cannot form such a sentence for your paper
after reading just the abstract, then your paper is usually doomed.

give a concise definition of the problem

&
A

T| na E I 1asSI- Rad http://www.csc.liv.ac.uk/~frans/Seminars/doingAphdSeminarAl2007.pdf

% | hate it when a paper under review does not }

=

See talk by Frans Coenen on this topic



Framing Research Problems I|

Your research statement should be falsifiable

A real paper claims:

To the best of our knowledge, this Is most
sophisticated subsequence matching solution
mentioned In the literature.

Is there a way that we could show this is not true?

Falsifiability (or refutability) is the logical possibility that an claim can be shown false by
an observation or a physical experiment. That something is ‘falsifiable’ does not mean it is

false; rather, that if it is false, then this can be shown by observation or experiment

=)
)
il
[ N

ﬁ Falsifiability is the demarcation between }
| K“‘aiv'rl ngpér

science and nonscience




Framing Research Problems ||

Examples of falsifiable claims:
 Quicksort Is faster than bubblesort. (s may needed expanding, if the lists are..)
 The X function lower bounds the DTW distance.
» The L2 distance measure generally outperforms L1 measure
(this needs some work (under what conditions etc), but it is falsifiable )
Examples of unfalsifiable claims:
 \We can approximately cluster DNA with DFT.

* Any random arrangement of DNA could be considered a “clustering”.

 \We present an alterative approach through Fourier harmonic
projections to enhance the visualization. The experimental results

demonstrate significant improvement of the visualizations.

» Since “enhance” and “improvement ” are subjective and vague, this is unfalsifiable. Note
that it could be made falsifiable. Consider:

« We improve the mean time to find an embedded pattern by a factor of ten.
« \We enhanced the separability of weekdays and weekends, as measured by..



From the Problem to the Data

- At this point we have a concrete, falsifiable research problem
* Now Is the time to get datal!

By “now”, I mean months before the deadline. I have one of the largest collections of free datasets in
the world. Each year | am amazed at how many emails | get a few days before the SIGKDD deadline
that asks “‘we want to submit a paper to SIGKDD, do you have any datasets that.. ”

* Interesting, real (large, when appropriate) datasets greatly
Increase your papers chances.

« Having good data will also help do better research, by
preventing you from converging on unrealistic solutions.

« Early experience with real data can feed back into the finding
and framing the research guestion stage.

* Given the above, we are going to spend some time considering data..



Is It OK to Make Data?

There 1s a huge difference between...

We wrote a Matlab script to create random trajectories

and. ..

We glued tiny radio
transmitters to the backs | {

of Mormon crickets and |
tracked the trajectories

Photo by Jaime Holguin



Why is Synthetic Data so Bad?

T Our Their
Suppose you say “Here are the Mothod | Method
results on our synthetic dataset:”

Accuracy 95% 80%

This 1s good right? After all, you

are doing much better than your
rival.



Why is Synthetic Data so Bad?

Suppose you say “Here are the
results on our synthetic dataset:”

But as far as | know, you might
have created ten versions of your
dataset, but only reported one!

Even If you did not do this
consciously, you may have done it
unconsciously.

At best, your making of your test
data Is a huge conflict of interest.

Our
Method

Their
Method

Accuracy

95%

80%

Our
Method

Their
Method

Accuracy

80%

85%

Accuracy

5%

85%

Accuracy

90%

90%

Accuracy

95%

80%

| Accuracv

Q04

OK0/4




Why is Synthetic Data so Bad?

Note that is does not really make a difference if you have real
data but you modify it somehow, it is still synthetic data.

A paper has a section heading: Results on Two Real Data Sets

But then we read...
We add some noises to a small number of shapes in both

data sets to manually create some anomalies.

Is this still real data? The answer Is no, even If they authors
had explained how they added noise (which they don’t).

Note that there are probably a handful of circumstances were taking real data, doing an
experiment, tweaking the data and repeating the experiment is genuinely illuminating.




Synthetic Data can lead to a Contradiction

Avoid the contradiction of claiming that the problem is
very important, but there is no real data.

If the problem iIs as important as you claim, a reviewer
would wonder why there iIs no real data.

| encounter this contradiction very frequently, here is a
real example:

« Early in the paper: The ability to process large
datasets becomes more and more important...

 Later In the paper: ..because of the lack of
publicly available large datasets...



| want to convince you
that the effort it takes to
find or create real data is
worthwhile.

In 2003, | spent two full days recording
a video dataset. The data consisted of
my student Chotirat (Ann)
Ratanamahatana performing actions
In front of a green screen.

Was this a waste of two days?



st S0 e B o G-
e o fhe Pt .

mtdens o g o the bl e th b ging e e

ows 00 WO =i

e ol s
Tigum 14 Pramgis of o e s . wus At T

—
e s o e D P

$3 Understanding the GunNoGun Problem

o [

R © BN

Shapet ictomary
.

S Decinion

u] ]
T 1) e oy b e i b
fertPutidy i i rrity
st s o ety

e et b e s ™
et e ek ket e i
el gt rr

SIGKDD 09

e

Comprebessive empacal evsbusnca of cor eckasgon, 324
e ccosiute i Secnce §

2. MOTIVATING THE NEED FOR
ENIFORM SCAL
opianptd

1;4;«)‘ e

An st ik = s g 82 catmemsion
of o » lcape. plassble

VLDB 04

s stz

' ih —
Secrie o3 the vy pyion ,)'
43 Clavitaon

. we dhucwe e sy
T Ry Syl e

e 80 s ot S XTSI
.;“m‘..,w..m_... D, e e

SIGKDD 04

ch sy o bl bt con ooy bols ol el
W = Recemt work by {3
oluion 8 thes proble

" ad borgrghers
v o DT oy 1o ok

61 VIDEO RETRIEV AL

v sequences ehe thehe Samd 1

e te erss repecscumsion

o b fo vidro estor.

ek e

s b 3

SDM 05

| have used this data in at least a dozen
papers, and one dataset derived from it, the
GUN/NOGUN problem, has been used in
well over 100 other papers (all of which
reference my work!)

Spending the time to make/obtain/clean
good datasets will pay off in the long run



The vast majority of papers on
shape mining use the MPEG-

7 dataset.

Visually, they are telling us : “I

can tell the difference

between Mickey Mouse and

spoon”.

The problem is not that | think
this easy, the problem is | just

don’t care.

Show me data | care about
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Figure 16: A group average luerarchal clustering of eight primate
skulls based on the lateral view, using Euclidean distance

It is important to recall that Figure 16 shows a phenogram, not a
phyvlogenetic tree. However on larger scale experiments in this
domain (shown in [14]) we found that large subtrees of the
dendrograms did conform to the current consensus on primate
evolution.

While the Euclidean distance works very well on the relatively
simple  primate skulls, we found that considering a more
(morphologically) diverse groups of anmmals, such as all reptiles,
requires DTW as a distance measure. Consider Figure 17 which
shows a hierarchical clustening of a very diverse set of reptiles. As
with the primates, this is not the correct phylogenetic tree for
these ammals, once agam however, the (uniquely colored)
subtrees do correspond to current consensus on reptiles evolution
based on DNA analysis and/or more complete morphological
studies [10][11].

Note that we are nof clainung that our shape matching techniques
replace or even complement classic morphometrics i zoology.
The point of these experiments is that if the shape matching
techniques can produce intuitive results in a domain in which we
know the correct relationships by other means, this suggests that
algorithms may also produce meaningful results in shape
problems for which there 13 more uncertainty, including projectile
points (see [26] and Figure 15), petroglyphs, msect bite patterns
in leaves [42]. mammographic calcifications [43] etc.

It has recently been claimed that shape matching methods that
only look at the contours of shapes (boundary based methods) are
brittle to articulation distortion [33], however we believe that
while this may be true for certain boundary based methods (1e
Hansdorff, Champer etc) the centroid based method we use is very
robust to articulation distortions. Te demenstrate this, we
conducted a simple experiment/demonstration. We took three
Lepidoptera, mcluding the very simular and closely related Actias
maenges and Actias philippinica, and produced a copy of each.
We then took these copies and “bent” the right hindwmg. The
clustering of the three onginals and three copies under Euclidean
distance, group average linkage 15 shown 1n Figure 18

Crocodylidae

Caiman
cracodilis

Alligatorinae

U 200 400 500 EO0 1000 1200
Figure 17: A group average hierarchal clustering of fourteen reptile
skulls based on the superior view, using DTW distance



Real data motivates your
clever algorithms: Part |

This figure tells me “if | rotate
my hand drawn apples, then |
will need to have a rotation
invariant algorithm to find
them”

In contrast, this figure tells me
“‘Even in this important
domain, where tens of
millions of dollars are spent
each year, the robots that
handle the wings cannot
guarantee that they can
present them in the same
orientation each time.
Therefore | will need to have
a rotation invariant algorithm ”

L.

L

N

o

spple-1 61 apple-1_RD_1 appie-1_RD_3. || apple-1_ROD_4 apple-1_RD_9 apple1_RD_9
aople1_50_0 apple-1_SD_0. || apple1_SO_D apple- 10 6 apple-11 apple 12 t

Figure 3: shapes of natural objects can be from different views
of the same object, shapes can be rotated, scaled, skewed

.

!

Figure 5: Two sample wing images from a collection of

Drosophila images. Note that the rotation of images can vary
even in such a structured domain




Real data motivates your
clever algorithms: Part Il

This figure tells me “if | use
Photoshop to take a chunk
out of a drawing of an apple,
then | will need an occlusion Fig. 6. Selected Original and Occluded Shapes
resistant algorithm to match it

back to the original”

P M
P, M,

In contrast, this figure tells me
“In this important domain of
cultural artifacts it is common A

to have objects which are

effectively occluded by .

breakage. Therefore | will o -

need to have an occlusion Figure 15: Project points are frequently found with broken
resistant algorithm ” tips or tangs. Such objects require LCSS to find

meaningful matches to complete specimens.



Here is a great example. This
paper is not technically deep.

However, instead of
classifying synthetic shapes,
they have a very cool problem
(fish counting/classification)
and they made an effort to
Create a very interesting
dataset.

Show me data someone
cares about

Ish Recognition and Monitoring

Histogras I pixel I Load Iugol Load Flle | History [ Blekgrmd’

Window siz-] Profile I save x-agol Save File | Settings l Lighting [

Fish Recognition and Monitoring System

Test Functions Training Functions

Difference Training

Contour
Detection

Run Functions Review Functions

Run-Time Update
I~ Status © Graphics ¥ Image

fAcquition Selection Display Selection
@ Grab < Snap  Stop @ Original © Binary ¢ Contour M
8| — -

Tools F. Sys|

3. SHAPE EXTRACTION AND REPRESNETATION

3.1 Fish Contour Extraction

Subtraction of images acquired at different times can detect the motion of an cbject [12]. It is also a simple way
to detect the presence of an ohject assuming a stationary camera position and constant illumination. Fig. 5 (a) shows an
image taken without any objects. The only minor variation between frames of the same background is the water
turbulence. Averaging of a few frames without objects provides a smooth background image as shown in Fig. 5 (a).
Differences between the background image and the image taken at different time shown in Fig. 5 (b) can detect objects
distinct from the background as shown in Fig. 5 (c). The difference image contains small pixel clusters (hlobs) from
water turbulence or image noise. They can be removed with a morphological opening operator. Size and the location of
this hinary blob can be used for the edge defection process.  For small sized fish, edge detection processes can be
initiated immediately after the entire fish is in the viewing window. For large fish, that are longer than the viewing
window widih, subsequent image processing tasks will have to be performed in two steps, one for the head portion of the
fish and the cther one for the tail. For field testing and data collection, we perfommed contour extraction for every image
that has an object size larger than the set size threshold.

un Eb]
-c -dJ

Under narmal operation
conditionz, the difference image should
have very good contrast between fish
and background as shown in Fig. 5 (c).
We used the Canny edge operator to
extract the contour because of its
contour  following  (edge  tracking)
feature. A non-maximum  suppression
technique based on gradient magnitude
is usad to thin the wide ridges around
the local maxima to produce one-pixel
wide edges.  Once the gradient
magnitudes  are  thinned, extended
contour scgments can be produced by
following high gradient magnitudes
from one neighborhood to another [13,
14]. Contour following is initiated only
on edge pizels which have high gradient
magnitude. However, mnce it starts
contours  are  tracked through  lower
gradient magnitude pizels. A clossd
fish contour can be detected with this
method.

Figure 5. (a) Background image, (b) live image with fish,
(c) difference image, and (d) fish contour.

3.2 Fish Detection and Tracking

The flowchart of the fish detection and tracking algorithms is shown in Fig. 6. We first calibrated the system to
acquire a reference image (without fish) by averaging 10 or more frames of image to smooth out the image background
noise. After the reference image was established, it was then subtracted from every frame of live image acquired from
the camera to obtain a difference image. The acquired live image is sent to an edge detector and an edge threshold was
applied to the sdge image to determine the fish location. A difference threshold was applied to the difference image to
obtain a binary image of the fish or object.

The binarized difference image and the binarized edge image were then sent to the contour detection subroutine
to detect the fish/ohject contour. For the binarized edge image, we treated it as a mask, and “AND™ it with the binarized
difference image. Combining the contour and the mask from the edge image, we were able to extract the fish/object
bounding ko, This bounding box was checked to ses if it falls in the area of interest. If this bounding ko falls cutside
the area of interest, then the acquired image will be ipnored and anew image will be acquired to repeat the same process.
If the bounding box falls within the area of interest, then the image will then be fully processed.

[.]. Lee, K. Schoenberger, D. Shiozawa, X. Xu, and P. Zhan, “Comtowr Waiching fov a Fish Recogrition and Migration
Mondtoring Svstem ™, SPIE Optics East, Two and Three-Dimensional Vizsion Systems for Inspection, Control, and
Metrology I vol. 5606-05, Philadelphia, PA, US4, October 25-28, 2004




How big does my Dataset need to be?

It depends...

Suppose you are proposing an algorithm for mining Neanderthal bones.
There are only a few hundred specimens known, and it is very
unlikely that number will double in our lifetime. So you could
reasonably test on a synthetic™ dataset with a mere 1,000 objects.

However...

Suppose you are proposing an algorithm for mining Portuguese web
pages (there are billions) or some new biometric (there may soon be
millions). You do have an obligation to test on large datasets.

It is increasing difficult to excuse data mining papers testing on small
datasets. Data is typically free, CPU cycles are essentially free, a
terabyte of storage costs less than $100...

“In this case, the “synthetic” could be easer to obtain monkey bones etc.



Where do | get Good Data?

From your domain expert collaborators:

From formal data mining archives:

— The UCI Knowledge Discovery in Databases Archive.
— The UCR Time Series and Shape Archive.

From general archives:
— Chart-O-Matic
— NASA GES DISC

From creating it: &% F = § st ljé ﬂ

— Glue tiny radio transmitters to the backs of Mormon crickets...

— By a W11, and hire a ASL interpreter to...
Remember there Is no excuse for not getting real data.



Solving Problems

« Now we have a problem and data, all we need to do Is to
solve the problem.

« Techniques for solving problems depend on your skill
set/background and the problem itself, however | will
quickly suggest some simple general techniques.

« Before we see these techniques, let me suggest you avoid
complex solutions. This Is because complex solutions...
e ...are less likely to generalize to datasets.
» ...are much easer to overfit with.
e ...are harder to explain well.
e ...are difficult to reproduce by others.
o ...are less likely to be cited.



Unjustified Complexity |

From a recent paper:

This forecasting model integrates a case based reasoning
(CBR) technique, a Fuzzy Decision Tree (FDT), and
Genetic Algorithms (GA) to construct a decision-making
system based on historical data and technical indexes.

 Even If you believe the results. Did the improvement
come from the CBR, the FDT, the GA, or from the
combination of two things, or the combination of all three?

* In total, there are more than 15 parameters...
« How reproducible do you think this is?



Unjustified Complexity I

* There may be problems that really require very
complex solutions, but they seem rare. see [a].

* Your paper is implicitly claiming “this Is the
simplest way to get results this good”.

» Make that claim explicit, and carefully justify the
complexity of your approach.

[a] R.C. Holte, Very simple classification rules perform well on most commonly used datasets, Machine Learning 11 (1) (1993). This
paper shows that one-level decision trees do very well most of the time.

J. Shieh and E. Keogh iSAX: Indexing and Mining Terabyte Sized Time Series. SIGKDD 2008. This paper shows that the simple
Euclidean distance is competitive to much more complex distance measures, once the datasets are reasonably large.



m Unjustified Complexity 1|

° @“/ Paradoxically and wrongly, sometimes if the paper
e used an excessively complicated algorithm, it is more
Charles Elkan likely that it would be accepted

If your idea Is simple, don’t try to hid that fact with
unnecessary padding (although unfortunately, that does seem
to work sometimes). Instead, sell the simplicity.

“...it reinforces our claim that our methods are very simple to
Implement.. ..Before explaining our simple solution this

problem... ... we can objectively discover the anomaly using the
simple algorithm...” SIGKDD04

Simplicity is a strength, not a weakness, acknowledge it and
claim it as an advantage.



Solving Research Problems

We don’t have time to look at all

» Problem Relaxation: ways of solving problems, so lets just
i i : look les i il
» Looking to other Fields for Solutions: ook at two examples In detal

If there is a problem you can't solve, then there is e
an easier problem you can solve: find it.
Z’ 7

Can you find a problem analogous to your problem and solve that? George Polya

Can you vary or change your problem to create a new problem (or set of problems) whose solution(s)
will help you solve your original problem?

Can you find a subproblem or side problem whose solution will help you solve your problem?
Can you find a problem related to yours that has been solved and use it to solve your problem?

Can you decompose the problem and “recombine its elements in some new manner”? (Divide and conquer)

Can you solve your problem by deriving a generalization from some examples? o AGBARIL.
Can you find a problem more general than your problem? o
Can you start with the goal and work backwards to something you already know? T:'{t:
i \ |
Can you draw a picture of the problem? I‘v*‘_’T__E;
Can you find a problem more specialized? nees




Problem Relaxation: If you cannot solve the problem, make it
easier and then try to solve the easy version.

* If you can solve the easier problem... Publish it if it is worthy, then revisit
the original problem to see if what you have learned helps.

* If you cannot solve the easier problem...Make it even easier and try again.

Example: Suppose you want to maintain the closest pair of real-
valued points in a sliding window over a stream, in worst-case
linear time and in constant space!. Suppose you find you cannot
make progress on this...

Could you solve it if you..
 Relax to amortized instead of worst-case linear time.
« Assume the data is discrete, instead of real.
« Assume you have infinite space.
» Assume that there can never be ties.

11 am not suggesting this is an meaningful problem to work on, it is just a teaching example



Problem Relaxation: Concrete example, petroglyph mining

| want to build a tool
that can find and
extract petroglyphs
from an image,
quickly search for
similar ones, do
classification and
clustering etc

"%! The extraction and segmentation is really hard, for
example the cracks in the rock are extracted as features.

| need to be scale, offset, and rotation invariant, but
rotation invariance is really hard to achieve in this
domain.

What should 1 do?  (continued next slide)



Problem Relaxation: Concrete example, petroglyph mining

- Let us relax the difficult segmentation and
extraction problem, after all, there are thousands of
segmented petroglyphs online in old books...

» Let us relax rotation invariance problem, after all,
for some objects (people, animals) the orientation is
usually fixed.

 Given the relaxed version of the problem, can we
make progress? Yes! Is it worth publishing? Yes!

 Note that | am not saying we should give up now.
We should still tried to solve the harder problem.
What we have learned solving the easier version
might help when we revisit it.

* In the meantime, we have a paper and a little more
confidence.

Note that we must acknowledge the assumptions/limitations in the paper

PICTURE=W]

RITING OF THE AMERICAN INDIANS.

SIGKDD 2009



Looking to other Fields for Solutions: Concrete example,
Finding Repeated Patterns in Time Series

- In 2002 | became interested in the idea of finding repeated patterns
In time series, which 1s a computationally demanding problem.

» After making no progress on the problem, | started to look to other
fields, in particular computational biology, which has a similar
problem of DNA motifs..

 As happens Tompa & Buhler had just published a clever algorithm
for DNA motif finding. We adapted their idea for time series, and
published in SIGKDD 2002...

Tompa, M. & Buhler, J. (2001). Finding motifs using random projections. 5th Int’l1 Conference on Computational Molecular Biology. pp 67-74.



Looking to other Fields for Solutions

You never can tell were good :
Ideas will come from. The Ty’
solution to a problem on anytime e,

Response time (s)

- - - -
Figure 1 Bumblebees can choose wisely or rapidly, but not both
C aSS I I Ca I O n Cal I l e ro I I I O O I n g at once. a, Interindividual comelation between response time and
accuracy o i

f bees dis ing betwi virtual flower types.

Each symbol denotes erage pel ice of one individual

- - bee under one experimental condition. When targets were rewarded

a e e O rag I n g S ra e g I eS . with sucrose solution and distractors contained no reward (plain
watel ting

more re accurate choi vere

ena nge

Bumblebees can choose wisely or rapidly, but not both at once.. Lars Chittka,
Adrian G. Dyer, Fiola Bock, Anna Dornhaus, Nature Vol.424, 24 Jul 2003, p.388

sucrose solution from a Plexiglas platform.

« \We data miners can often be inspired by biologists, data compression
experts, information retrieval experts, cartographers, biometricians,
code breakers etc.

« Read widely, give talks about your problems (not solutions),
collaborate, and ask for advice (on blogs, newsgroups etc)




Eliminate Simple Ideas

When trying to solve a problem, you should begin
by eliminating simple ideas. There are two reasons
why:

* It may be the case that that simple ideas really
work very well, this happens much more often
than you might think.

* Your paper is making the implicit claim “This Is
the simplest way to get results this good”. You
need to convince the reviewer that this Is true, to
do this, start by convincing yourself.




Eliminate Simple Ideas: Case Study | (a)

In 2009 | was approached by a group to work on
the classification of crop types in Central Valley
California using Landsat satellite imagery to
support pesticide exposure assessment in
disease.

Vegetation greenness measure

190

1801 Tomato me—

Cotton —
170 +

160 -
150

140 -

They came to me because they could not get
DTW to work well..

130

120 -

[>e
110 =

At first glance this is a dream problem

 Important domain

« Different amounts of variability in each class
* | could see the need to invent a mechanism to
allow Partial Rotation Invariant Dynamic
Time Warping (I could almost smell the best

paper award!)

But there is a problem....



Eliminate Simple Ideas: Case Study | (b)

Vegetation greenness measure

It IS possible to get perfect

190

1801 Tomato me—
Cotton —

170 +

160

150

140 -

130

120 -

110

accuracy with a single line

of matlab!
In particular this line:  sum(x) > 2700

Lesson Learned: Sometimes really simple ideas
work very well. They might be more difficult or
Impossible to publish, but oh well.

100 | ! | 1
0 5 10 15 20

>> sum(Xx)
ans = 2845 2843 2734

>> sum(x) > 2700
ans= 1 1 1 1 1 O

0

25

We should always be thinking in the back of our
minds, Is there a simpler way to do this?

When writing, we must convince the reviewer
This is the simplest way to get results this good

2831 2875 2625 2642 2642 2490 2525

O 0 O



Eliminate Simple Ideas: Case Study |

A paper sent to SIGMOD 4 or 5 years ago tackled the problem of Generating
the Most Typical Time Series in a Large Collection.

The paper used a complex method using wavelets, transition probabilities, multi-
resolution properties etc.

The quality of the most typical time series was measured by comparing it to every
time series in the collection, and the smaller the average distance to everything,
the better.

SIGMOD Submission paper algorithm Reviewers algorithm

(a few hundred lines of code, learns model (does not look at the data, and
from data) takes exactly one line of code)
X = DWT(A + somefun(B)) Typical Time Series = zeros(64)
Typical Time Series = X + Z

Under their metric of success, it is clear to the reviewer (without doing any
experiments) that a constant line is the optimal answer for any dataset!

We should always be thinking in the back of our minds, is there a simpler way to do this?
When writing, we must convince the reviewer This is the simplest way to get results this good



The Importance of being Cynical

In 1515 Albrecht Direr drew a Rhino from a
sketch and written description. The drawing is
remarkably accurate, except that there is a
spurious horn on the shoulder.

This extra horn appears on every European
reproduction of a Rhino for the next 300 years.

ISIs

— g\, RHINOGERVS

Durer's Rhinoceros (1515)




It Ain't Necessarily So

* Not every statement in the literature iIs true.

 Implications of this:

— Research opportunities exist, confirming or refuting
“knOWIl faCtS” (or more likely, investigating under what conditions they are true)

— We must be careful not to assume that it 1s not worth
trying X, since X is “known” not to work, or Y is
“known” to be better than X

* In the next few slides we will see some examples

S If you would be a real seeker after
&4 truth, it is necessary that you doubt,
4 as far as possible, all things.

ﬁ
\




 In KDD 2000 I said “Euclidean distance can be an
extremely brittle distance measure " Please note the “can”!

 This has been taken as gospel by many researchers

— However, Euclidean distance can be an extremely brittle.. Xiao et al. 04
— itis an extremely brittle distance measure...Yu et al. 07

— The Euclidean distance, yields a brittle metric.. Adams et al 04

— to overcome the brittleness of the Euclidean distance measure... Wu 04
— Therefore, Euclidean distance is a brittle distance measure Santosh 07
— that the Euclidean distance is a very brittle distance measure Tuzcu 04

IS this rea”y true? True for some  Almost certainly

Based on comparisons to 12 state- small datasets :’;ggtéz IZ; :tny
of-the-art measures on 40 different

datasets, It 1s true on some small ;/ Culden =
NN

datasets, but there is no published
Increasingly Large Training Sets ————

=
«

Out-of-Sample 1NN Error
Rate on 2-pat dataset

evidence It Is true on any large
dataset (Ding et al VLDB 08)



A SIGMOD Best Paper says..

Our empirical results indicate that Chebyshev approximation can deliver a
3- to 5-fold reduction on the dimensionality of the index space. For
Instance, it only takes 4 to 6 Chebyshev coefficients to deliver the same
pruning power produced by 20 APCA coefficients

Is this really true? = | Thegood results were

S e due to a coding bug..
No, actually Chebyshev pr — .. Thus it is clear that the
approximation is slightly

C++ version contained a
worse that other techniques

| bug. We apologize for any
(Ding et al VLDB 08) , inconvenience caused (note
Sequence Lengg

(2

Ro N
&]OI)(?/

on authors page)

o

This is a problem, because many researchers have assumed it is true, and used Chebyshev
polynomials without even considering other techniques. For example..

(we use Chebyshev polynomial approximation) because it is very accurate, and incurs low
storage, which has proven very useful for similarity search. Ni and Ravishankar 07

In most cases, do not assume the problem is solved, or that algorithm X is the best, just
because someone claims this.



A SIGKDD (r-up) Best Paper says..

(my paraphrasing) You can slide a window across a time series, place all exacted
subsequences in a matrix, and then cluster them with K-means. The resulting

cluster centers then represent the typical patterns in that time series.

Is this really true?

No, If you cluster the data as described above the output is independent of the input
(random number generators are the only algorithms that are supposed to have this property).
The first paper to point this out (Keogh et al 2003) met with tremendous resistance

at first, but has been since confirmed in dozens of papers.

This is a problem, dozens of people wrote papers on making it faster/better, without realizing it

does not work at all! At least two groups published multiple papers on this:

* Exploiting efficient parallelism for mining rules in time series data. Sarker et al 05
« Parallel Algorithms for Mining Association Rules in Time Series Data. Sarker et al 03
* Mining Association Rules from Multi-stream Time Series Data on Multiprocessor Systems. Sarker et al 05

« Efficient Parallelism for Mining Sequential Rules in Time Series. Sarker et al 06
* Parallel Mining of Sequential Rules from Temporal Multi-Stream Time Series Data. Sarker et al 06

In most cases, do not assume the problem is solved, or that algorithm X is the best, just
because someone claims this.



Miscellaneous Examples

Voodoo Correlations in Social Neuroscience. vul, E, Harris, C, Winkielman, P & Pashler,
H.. PerSpeCtiveS on PsyChOIOgicaI SCIENCE. Here social neuroscientists criticized for overstating links between brain activity and emotion. This is an wonderful paper.

Why most Published Research Findings are False. J.p. loannidis. PLoS Med 2 (2005), p. e124.

Publication Bias: The “File-Drawer Problem” in Scientific Inference. scarge, 1. 0. (2000),
Journal for Scientific Exploration 14 (1): 91-106

Classifier TeChr]OIOgy and the Illusion of Prog FESS. Hand, D. J.statistical Science 2006, Vol. 21, No. 1, 1-15
Everything you know about Dynamic Time Warping IS WroNQ. e ¢ a i keosn e cone) 1omos

Magical thinking in data mining: lessons from ColL challenge 2000 charies eikan

How Many Scientists Fabricate and Falsify Research? A Systematic Review and
Meta'AnaIySiS of Su rvey Data. raneiii . 2000 pLos oNE4(5)

If a man will begin with certainties, he shall end
in doubts; but if he will be content to begin with
doubts he shall end in certainties.

(1561 - 1626)



Non-Existent Problems

A final point before break.

It Is Important that the problem you are working on is
a real problem.

It may be hard to believe, but many people attempt
(and occasionally succeed) to publish papers on
problems that don’t exist!

Lets us quickly spend 6 slides to see an example.



Solving problems that don’t exist 1

*This picture shows the visual Intuition

of the Euclidean distance between two
time series of the same length
D(Q.C) ™~

» Suppose the time series are of different
lengths?

 \We can just make ?
one shorter or the C
other one longer..
C_new = resample(C, length(Q), length(C)) It takes one line

of matlab code



Solving problems that don’t exist II

But more than 2 dozen group have claimed that this
1s “‘wrong” for some reason, and written papers on

how to compare two time series of different lengths
(without simply making them the same length)

* “(we need to be able) handle sequences of different lengths”
PODS 2005

* “(we need to be able to find) sequences with similar patterns
to be found even when they are of different lengths” Information
Systems 2004

 “(our method) can be used to measure similarity between
sequences of different lengths” IDEAS2003



Solving problems that don’t exist 111

But an extensive literature search (by me), through
more than 500 papers dating back to the 1960’s
failed to produce any theoretical or empirical
results to suggest that simply making the sequences
have the same length has any detrimental effect In
classification, clustering, query by content or any
other application.

et us test this!



Solving problems that don’t exist IIII

For all publicly available time series datasets
which have naturally different lengths, let us
compare the 1-nearest neighbor classification rate
In two ways:

o After simply re-normalizing lengths (one line of matlab,

no parameters)

» Using the 1deas introduced In these papers to to
support different length comparisons (various complicated

Ideas, some parameters to tweak) We tested the four most referenced ideas, and
only report the best of the four.



Solving problems that don’t exist V

The FACE, LEAF, ASL and TRACE datasets are the only publicly available
classification datasets that come in different lengths, lets try all of them

Dataset | Resample to same Working with different
length lengths

Trace 0.00 0.00

Leaves 4 01 4 07

ASL 14.3 14.3

Face 2 68 2 68

A two-tailed t-test with 0.05 significance level for each dataset
Indicates that there is no statistically significant difference between
the accuracy of the two sets of experiments.




Solving problems that don’t exist VI

A least two dozen groups assumed that comparing different
length sequences was a non-trivial problem worthy of
research and publication.

But there was and still is to this day, zero evidence to support
this!

And there Is strong evidence to suggest this Is not true.

There are two implications of this:
» Make sure the problem you are solving exists!
» Make sure you convince the reviewer It exists.
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Writing the Paper

the novel...

..Unfortunately, no one knows
W. Somerset Maugham What they are

There are three rules for writing }




Writing the Paper

Make a working title

Introduce the topic and define (informally at this stage) terminology
Motivation: Emphasize why is the topic important
Relate to current knowledge: what’s been done
Indicate the gap: what need'’s to be done?
Formally pose research questions

Explain any necessary background material.
Introduce formal definitions.

Introduce your novel algorithm/representation/data structure etc.

Describe experimental set-up, explain what the experiments will show

Describe the datasets

Summarize results with figures/tables

Discuss results

Explain conflicting results, unexpected findings and discrepancies with other research
State limitations of the study

State importance of findings

Announce directions for further research

Acknowledgements

References

Samuel Johnson

What is written without
effort is in general read
without pleasure

Adapted from Hengl, T. and Gould, M., 2002. Rules of thumb for writing research articles.



The Curse of Knowledge m

* 1In 1990 Elizabeth Newton (Stanford), did an experiment with
“tappers” and “listeners”.

« The “tappers” received a list of well-known songs that they
had to tap out on a table to the “listeners”. The “listener” had
to guess the song being “tapped.”

* The “tappers” were required to guess how often the “listeners’

would guess a song correctly. The “tappers” guessed 50%
when the reality was 2.5%. Why such a huge margin of error?

9

More details in: Made to Stick: Why Some Ideas Survive and Others Die. By Chip &Dan Heath



" " Steve Krug ¥
A Useful Principle DON'T

Steve Krug has a wonderful book about web
design, which also has some useful ideas for
writing papers.

A fundamental principle is captured in the title:
Don’t make the reviewer of your paper think!
1) If they are forced to think, they may resent being forced to
make the effort. The are literally not being paid to think.
2) If you let the reader think, they may think wrong!

With very careful writing, great organization, and self explaining
figures, you can (and should) remove most of the effort for the
reviewer



o

Steve Krug™

A Useful Principle DON'T
MnAngE

A simple concrete example:

A Common Sense Approach to Web Usability

,.t A This does not }

2DDW
Distance ‘

This requires a lot of thought
to see that 2DDW is better
than Euclidian distance

18.87

31.97

l /-'\ 35587 24.41
T i
19.17
o Euclidean
Distance
Figure 3. The distances of four faces by 2DDW Figure 3: Two pairs of faces clustered
and Euclidean norm. The 2DDW distances are using 2DDW (tOp) and Euclidean

shown on solid lines and Euclidean distances

on dotted lines. distance (bottom)




Keogh’s Maxim

| firmly believe In the following:

If you can save the reviewer one
minute of thelr time, by spending
one extra hour of your time, then
you have an obligation to do so.



Keogh’s Maxim can be derived from first principles

 The author sends about one paper to SIGKDD
 The reviewer must review about ten papers for SIGKDD

 The benefit for the author in getting a paper into SIGKDD is hard to
quantify, but could be tens of thousands of dollars (if you get tenure, if
you get that job in Google...).

 The benefit for a reviewer 1s close to zero, they don’t get paid.

Therefore: The author has the responsibly to do all the work to make
the reviewers task as easy as possible.

' Remember, each report was prepared without charge
- by someone whose time you could not buy

¢
Alan Jay Smith A. J. Smith, “The task of the referee” IEEE Computer, vol. 23, no. 4, pp. 65-71, April 1990.



An example of Keogh’s Maxim

« We wrote a paper for SIGKDD 2009

« OQur mock reviewers had a hard time
understanding a step, where a template
must be rotated. They all eventually got
It, it just took them some effort.

 \We rewrote some of the text, and
added in a figure that explicitly shows
the template been rotated

« \We retested the section on the same,
and new mock reviewers, it worked
much better.

 \We spent 2 or 3 hours to save the
reviewers tens of seconds.

First Draft

The first step 1s to mark a reference point R i @ (usually the
center of mass of all edge points) and rotate edge points of O
around R by 180° (as shown in the left of Figure 6), and we draw
vectors from R to each edge point (as shown in the right of Figure
6). These vectors form a “star-like” pattern which we will use to
determine the best fit of O in C.

sim  wim

Figure 6: 1807 rotated edge points of ¢ around R (left) and four
vectors of ) (right)

o

Mlaces oll _rroobows ows coses o

New Draft

As shown m Figure 6, the first step 1s to mark a reference point R
m QO (usually the center of mass of all edge points) and rotate edge
points of O around R by 180° (left and center of Figure 6). We
then draw vectors from R to each edge point (as shown 1n the right
of Figure 6). These vectors form a “star-like™ pattern which we
will use to determine the best {it of O in C.

:R.. IEI &

Figure 6: (left and center) The shape O 13 rotated 180° around center
of mass R. (right) tour vectors of O form a “star pattern”™
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| have often said reviewers make an
Initial impression on the first page
and don t change 80% of the time

Mike Pazzani

This idea, that first impressions tend to be hard to change,
has a formal name in psychology, Anchoring.



Others have claimed that Anchoring iIs used
by reviewers

The Most Important Part of Your
Paper: the Introduction

s The 1/3 — 2/3 Rule from a reviewer’s perspective:
— 1/3 time to read your introduction and make a decision
— Remaining 2/3 time to find evidence for the decision
m [Take-Home Message #6] A good introduction with a good
motivation is half of your success!

Xindong Wu



Another strategy people seem to use intuitively and unconsciously

to simplify the task of making judgments is called anchoring. Some natural
starting point is used as a first approximation to the desired judgment.

This starting point is then adjusted, based on the results of additional information
or analysis. Typically, however, the starting point serves as an anchor that reduces
the amount of adjustment, so the final estimate remains closer to the starting point
than it ought to be.

Richards J. Heuer, Jr. Psychology of Intelligence Analysis (CIA)

What might be the “natural starting point” for a SIGKDD reviewer making
a judgment on your paper?

Hopefully it is not the author or institution: “people from CMU tend to do
good work, lets have a look at this...”, “This guys last paper was junk..”

| believe that the title, abstract and introduction form an anchor. If these
are excellent, then the reviewer reads on assuming this is a good paper,
and she is looking for things to confirm this.

However, If they are poor, the reviewer Is just going to scan the paper to
confirm what she already knows, “this Is junk”

I don’t have any studies to support this for reviewing papers. I am making this claim based on my experience and feedback (The title is the most important part of the paper. Jeff
Scargle). However there are dozens of studies to support the idea of anchoring when people make judgments about buying cars, stocks, personal injury amounts in court cases etc.



The First Page as an Anchor

The introduction acts as an anchor. By the end
of the introduction the reviewer must know.

« What is the problem? Jennifer Windom

« Why is it interesting and important?

« Why is it hard? why do naive approaches fail?

« Why hasn't it been solved before? (Or, what's If possible, an
wrong with previous proposed solutions?) L?rtsetr;jge‘gh‘;i%;re on the

« \What are the key components of my approach and
results? Also include any specific limitations.

» A final paragraph or subsection: “Summary of
Contributions”. It should list the major
contributions in bullet form, mentioning in which
sections they can be found. This material doubles
as an outline of the rest of the paper, saving space
and eliminating redundancy.

This advice is taken almost verbatim from Jennifer.




Reproducibility

Reproducibility 1s one of the main
principles of the scientific method, and
refers to the ability of a test or
experiment to be accurately
reproduced, or replicated, by someone
else working independently.



Reproducibility

* In a “bake-off” paper Veltkamp and Latecki attempted
to reproduce the accuracy claims of 15 shape matching
papers but discovered to their dismay that they could
not match the claimed accuracy for any approach.

A recent paper in VLDB showed a similar thing for
time series distance measures.

-~

The vast body of results being generated by
current computational science practice suffer a

large and growing credibility gap: it is impossible to

believe most of the computational results shown in
\_ conferences and papers

David Donoho

Properties and Performance of Shape Similarity Measures. Remco C. Veltkamp and Longin Jan Latecki. IFCS 2006
Querying and Mining of Time Series Data: Experimental Comparison of Representations and Distance Measures. Ding, Trajcevski, Scheuermann, Wang & Keogh. VLDB 2008
Fifteen Years of Reproducible Research in Computational Harmonic Analysis- Donoho et al.



Two Types of Non-Reproducibility

» Explicit: The authors don’t give you the data, or
they don’t tell you the parameter settings.

 Implicit: The work 1s so complex that it would
take you weeks to attempts to reproduce the results,
or you are forced to buy expensive software/
hardware/data to attempt reproduction.

Or, the authors do give distribute data/code, but it
IS not annotated or Is so complex as to be an
unnecessary large burden to work with.



We approximated collections of time Explicit Non Reproducibility
series, using algorithms

AgglomerativeHistogram and This paper appeared in !CF)EOZ..The

. : : - “experiment” is shown in its entirety,
FixedWindowHistogram and utilized there are no extra figures or details.
the technigues of Keogh et. al., in the

problem of querying collections of Which collections? How
time series based on similarity. Our large? What kind of data? i
results, indicate that the histogram How are the queries selected:

approximations resulting from our
algorithms are far superior than those
resulting from the APCA algorithm of
Keogh et. al.,The superior quality of
our histograms is reflected in these
problems by reducing the number of superior by how much?
false positives during time series
similarity indexing, while remaining
competitive in terms of the time
required to approximate the time
series.

What results?

as measured how?

How competitive?, as
measured how?




We approximated collections of time
series, using algorithms
AgglomerativeHistogram and
FixedWindowHistogram and utilized
the technigues of Keogh et. al., in the
problem of querying collections of
time series based on similarity. Our
results, indicate that the histogram
approximations resulting from our
algorithms are far superior than those
resulting from the APCA algorithm of
Keogh et. al.,The superior quality of
our histograms is reflected in these
problems by reducing the number of
false positives during time series
similarity indexing, while remaining
competitive in terms of the time
required to approximate the time
series.

| got a collection of opera
arias as sung by Luciano
Pavarotti, | compared his
recordings to my own
renditions of the songs.
My results, indicate that
my performances are far
superior to those by
Pavarotti. The superior
guality of my
performance is reflected
In my mastery of the
highest notes of a tenor's
range, while remaining
competitive in terms of
the time required to
prepare for a
performance.




Implicit Non Reproducibility

From a recent paper:

This forecasting model integrates a case based reasoning (CBR)
technique, a Fuzzy Decision Tree (FDT), and Genetic Algorithms
(GA) to construct a decision-making system based on historical
data and technical indexes.

* In order to begin reproduce this work, we have to implement a Case
Based Reasoning System and a Fuzzy Decision Tree and a Genetic
Algorithm.

» With rare exceptions, people don’t spend a month reproducing
someone else's results, so this is effectively non-reproducible.

 Note that it is not the extraordinary complexity of the work that
makes this non-reproducible (although it does not help), if the authors
had put free high quality code and data online...




Why Reproducibility?

 \We could talk about reproducibility as the
cornerstone of scientific method and an obligation to
the community, to your funders etc. However this
tutorial iIs about getting papers published.

» Having highly reproducible research will greatly
help your chances of getting your paper accepted.

 Explicit efforts In reproducibility instill confidence
In the reviewers that your work is correct.

Explicit efforts in reproducibility will give the (true)
appearance of value.

As a bonus, reproducibility will increase your number of citations.



How to Ensure Reproducibility

 Explicitly state all parameters and settings in your paper.
 Build a webpage with annotated data and code and point to it

(Use an anonymous hosting service if necessary for double blind reviewing)
* It Is too easy to fool yourself into thinking your work Is
reproducible when it Is not. Someone other than you should
test the reproducibly of the paper.

) New Page 1 x b d Artic... | ] http tonfordh. ¥ [ Data Mining Large Medi... &
& C| % ‘W, s.Licr. el :
(f ro m th e p ap e r) NV Hapaz legomenon - ... [ ECMLPKDD 2009 All,., == Publications - Microso.., 4@ FBINSE | The Bnitish Library Ca..
Eamonn Keogh, Jessica Lin, Ada Fu =
REI}I‘D[I uc i I_".IE RE.‘) ults S"a tE men ": I.". the in.terestt" of CDlnpetiti\_’e This webpage provides some extra details about time series discords. The first paper on time series discords was:

. . . . . . . E Keogh T Tin and A Fu (2005) HOT 84 Efficiently Finding the Most Usnssual Tirns Series Subsequence. Tn The Fifth TEEB Tnsrmational Conferencs on Daa
scientific inquiry, all datasets used in this work are available at the Mg ’ t ’ o t
following URL [6],_This research was partly funded by the National
. i . - ® Click here for a slightly longer version of the paper. This 10 page version has more expetients, mote references and more detailed explanations
t‘nC lence FOl]l]dﬂthﬂ un ant 115_023 | 9 1 8 . ® Click here to download a PowerPoint presentation many with extra discord experiments (PDF version)

® Click here or here to leam more about A, and to get free SAX code,

Datagets

Tmportant note: the figure numbers listed below point to the figures in the longer vession of the paper.

® Click here to download al the ECG datasets used in shides 2 to 8
o Click here to download the video surveilance dataset used in slide 11.
. - ® Click here to download the Space Shuttle dataset used in slide 13. (Fig 6 in the paper)
For double blind review conferences, you can e
1 o Clek here to dowsload the Space Shutle dataset used i shde 15.
. ® Click here to download the BCG dataset used in shide 17. (Fig 12 in the paper)
-t G I -t G I D  Click here to download the ECG dataset used in slide 18. (Fig 13/1¢ in the paper)
create a Gmall account or Google DOCS Gl et downlond e ECG s o e 19, B 11 e 5o
® Click here to download the respiration dataset used in shide 20. (Fig @ in the paper)
o Click here to download the respiration dataset used in side 21, (Fig 10 in the paper)

account, place all data there, and put the T
1 ) # Click here to download the ECG dataset used in slide 30. (Fig 1 in the paper)
You can obtain all the abowe datasets, plus hundreds more by requesting a free CD-rom from the UCR Time Series Data Mining Archive =

account info in the paper. ———




How to Ensure Reproducibility

In the next few slides | will quickly dismiss commonly
heard objections to reproducible research with thanks to bavid Donoho)

* | can’t share my data for privacy reasons.
 Reproducibility takes too much time and effort.
» Strangers will use your code/data to compete with you.

* No one else does 1t. I won’t get any credit for it.



But I can’t share my data for privacy reasons...

« My first reaction when | see this is to think it may
not be true. If you a going to claim this, prove it.

(Yes, prove it. Point to a webpage that shows the official policy of the funding agency, or
university etc. Explain why your work falls under this policy)

« Can you also get a dataset that you can release?

« Can you make a dataset that you can publicly
release, which is about the same size, cardinality,
distribution as the private dataset, then test on both
In you paper, and release the synthetic one?



Reproducibility takes too much time and effort

 First of all, this has not been my personal experience.

» Reproducibility can save time. When your conference
paper gets invited to a journal a year later, and you need to
do more experiments, you will find it much easier to pick
up were you left off.

 Forcing grad students/collaborators to do reproducible
research makes them much easier to work with.



Strangers will use your code/data to compete with you

« But competition means “strangers will read your papers
and try to learn from them and try to do even better”. If you

prefer obscurity, why are you publishing?

 Other people using your code/data i1s something that funding
agencies and tenure committees love to see.

Sometimes the competition is undone by their carelessness. Below (center) is a figure from a
paper that uses my publicly available datasets. The alleged shapes in their paper are clearly
not the real shapes (confusion of Cartesian and polar coordinates?). This is good example of
the importance of the “Send preview to the rival authors”. This would have avoided

publishing such an embarrassing mistake.

Alleged Arrowhead and Diatoms
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Fig. 1. The Arrow Data Set Fig. 2. The Diatom Data Set
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Actual Diatoms




No one else does 1t. I won’t get any credit for i1t

* |t Is true that not everyone does It, but that just
means that you have a way to stand above the
competition.

* A review of my SIGKDD 2004 paper said

The results seem to good to be true, but | had
my grad student download the code and
data and check the results, it really does
work as well as they claim.



Parameters (are bad)

» The most common cause of Implicit Non Reproducibility is a
algorithm with many parameters.

 Parameter-laden algorithms can seem (and often are) ad-hoc and brittle.
 Parameter-laden algorithms decrease reviewer confidence.

* For every parameter in your method, you must show, by logic, reason or
experiment, that either...

— There is some way to set a good value for the parameter.

8 I Tune to find the motf m a database of 30.000
2 | random walk time series of length 1,024 K .
F L With four parameters |
=3 6
8= .
i SN— o — can fit an elephant, and
0 10 20 30 40 50 60
Number of Reference Time Series Used With five I Can m ake h i m
Figure 8: A plot of execution time vs. the number of reference points. Note

that once the number of reference points is beyond say five, its exact value k
makes little difference. Note the log scale of the time axis

wiggle his trunk

John von Neumann



Unjustified Choices (are bad)

* |t IS Important to explain/justify every choice, even if
It was an arbitrary choice.

* For example, this line frustrated me: Of the 300 users with
enough number of sessions within the year, we randomly
piCkEd 100 users to StUdy. Why 100? Would we have gotten similar results with 200?

= Bad: We Used Single Iinkage CIUStering...WhysingleIinkage, why not group average or Wards?

« Good: We experimented with single/group/complete linkage, but found
this choice made little difference, we therefore report only...

« Better: We experimented with single/group/complete linkage, but found
this choice little difference, we therefore report only single linkage in
this paper, however the interested reader can view the tech report [a] to
see all variants of clustering.



Important Words/Phrases |

« Optimal: Does not mean “very good”
— We picked the optimal value for X... NO! (unless you can prove it
— We picked a value for X that produced the best..
* Proved: Does not mean “demonstrated”
— With experiments we proved that our.. NO! (experiments rarely prove things)

— With experiments we offer evidence that our..

« Significant: There is a danger of confusing the
Informal statement and the statistical claim

— Our idea is significantly better than Smiths

— Our idea is statistically significantly better than Smiths, at a
confidence level of...



Important Words/Phrases |1

Complexity: Has an overloaded meaning in computer science

— The X algorithms complexity means it is not a good solution (complex= intricate )
— The X algorithms time complexity is O(n®) meaning it is not a good solution

It IS easy to see: First, this is a cliché. Second, are you sure it is easy?
— lItis easy to see that P = NP

Actual: Almost always has no meaning in a sentence

— Itis an actual B-tree -> ltis a B-tree
— There are actually 5 ways to hash a string -> There are 5 ways to hash a string

Theoretically: Almost always has no meaning in a sentence
— Theoretically we could have jam or jelly on our toast.

etc : Only use it if the remaining items on the list are obvious.
— We named the buckets for the 7 colors of the rainbow, red, orange, yellow etc.
— We measure performance factors such as stability, scalability, etc. NOo!



Important Words/Phrases ||

 Correlated: Ininformal speech itis a synonym for “related”
— Celsius and Fahrenheit are correlated. (clearly correct, perfect linear correlation)
— The tightness of lower bounds is correlated with pruning power. NO!

« (Data) Mined

— Don't say “We mined the data...”, if you can say “We clustered the data..” or
“We classified the data...” etc




Important Words/Phrases 1111

In this paper: Where else? We are reading this paper

From a single SIGMOD paper

* |In this paper, we attempt to approximate..

* Thus, in this paper, we explore how to use..

* In this paper, our focus is on indexing large collections..
* |In this paper, we seek to approximate and index..
 Thus, in this paper, we explore how to use the..

« The indexing proposed in this paper belongs to the class of..
« Figure 1 summarizes all the symbols used in this paper...
* In this paper, we use Euclidean distance..

* The results to be presented in this paper do not..

* A key result to be proven later in this paper is that the..

« |In this paper, we adopt the Euclidean distance function..

a In thic nannanr win avinlares haws +Aa annhvy



DABTAU

DHT is used

and again

LigHT: A Query-Efficient yet Low-

DHT is used

intenance

Indexing Scheme over DHTs

Yuzhe Tang, Shuigeng Zhou! Member, [EEE, and Jianliang Xu, Senior Member, IEEE,

and again

Abstract—DHT is a wj ms_Howevar as unif hashing-empleyed-p-DHTs destroys data locality,
it is nol a Irivial task to supporl complex queries{eg—rangaquaricsand-k “reighber-gqueriesyPr DHT-based P2P systems. In order
lo_sul inn-letobudldnd teop-of-tPe DHT. Unfortunately, existing over-

and again /

and again

DHT indexing schemes suffer from either query inefficiency or high maintenance cost. In this paper, we propose Lightweight Hash Tree (LigHT)
— a query-efficient yet low-maintenance indexing scheme. LigHT employs a novel naming mechanism and a tree summarization strategy for
graceful distribution of its intlex structure. We show through analysis that it can support various complex queries with near-optimal performance.

Extensive _experimental results. also demanstrate.thatcompared-with-state-of-the-art-o®r-DHT indexing schemes, LigHT saves 50%-75% of
index maintenance cost and substantially improves query performance in terms of both response time and bandwidth consumption. In addition,
LigHT is-desigred-ever-gerer®DHTs and hence can be easily implemented and deployed.inagy DHT-based P2P system.

and again

and again

DHT is finally defined!

It is very important that you
DABTAU or your readers

may be confused.
(Define Acronyms Before They Are Used)

Index Terms—Distributed hash tables, indexing, complex queries

1 INTRODUCTION

Distributed Hash Table (DHT) is a widely used building block for
scalable Peer-to-Peer (P2P) systems. It provides a simple lookup
service: given a key, one can efficiently locate the peer node storing the
key. The past few years have seen a number of DHT proposals, such
as Chord [1]. CAN [2]. Pastry [3], and Tapestry [4]. By employing
consistent hashing [5] and carefully designed overlays, these DHTs
exhibit several advantages that fit in a P2P context:

a_Scalahilityv_and _efficiency: In_a_tynical DHT of N neers  the

To tackle the problem, an effective yet simple solution is to build
indexes on top of existing DHTs (known as over-DHT indexing
paradigm [15]). Several indexing schemes following this paradigm
have recently been proposed, including Prefix Hash Trie (PHT) [15],
[16], Range Search Tree (RST) [17], and Distributed Segment Tree
(DST) [18]. Compared to another category of indexing schemes that en-
tail development of new locality-preserved overlays (known as overlay-
dependent indexing paradigm), over-DHT indexing schemes are more
appealing to our problem for several reasons. First, over-DHT indexing

But anyone that reviews for this conference will surely know what the acronym means!
Don’t be so sure, your reviewer may be a first-year, non-native English-speaking grad student
that got 15 papers dumped on his desk 3 days before the reviewing deadline.

You can only assume this for acronyms where we have forgotten the original words, like laser,
radar, Scuba. Remember our principle, don’t make the reviewer think.



Use all the Space Available

Suppose we happen to have two nearly identical instances
with the same class label in the training dataset
Turthermore, suppose they both happen to be useful

3 CONCLUSIONS AND FUTURE WORK

We have introduced the first exact motif search algorithm
which is significantly faster than brute force search We
have further demonstrated the utility of motif discovery ina
variety of data mining tasks

to allow the exploraticn of truly massive datasets.
ACKNOWLEDGEMENTS: We would like to thank all the
donors of datasets. We particularly thank Candice Stafford
and Gregory P. Walker of the Entomological Dept. of UCR
for thesr assistance with interpreting the Beet leafhopper
data.
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Some reviewer Is going to look at this
empty space and say..

They could have had an additional
experiment

They could have had more discussion
of related work

They could have referenced more of
my papers

etc

The best way to write a great 9 page
paper, is to write a good 12 or 13 page
paper and carefully pare it down.



You can use Color in the Text

In the example to the right, color helps
emphasize that the order in which bits
are added/removed to a representation.

In the example below, color links
numbers in the text with numbers in a
figure.

Bear in mind that the reader may not
see the color version, so you cannot
rely on color.

example. Suppose as shown in Figure 8, ten time series objects
are arranged 1 a one-dimensional representation by measuring
their distance to the best-so-far candidate. This happens to be a
good case. with five of the six objects from class 4 (represented
by circles) closer to the candidate than any of the four objects
from class B (represented by squares). In addition. of the five
objects to the right of the split point, only one object from class 4
1s mixed up with the class B. The optimal split pomnt 1s
represented by a vertical dashed line. and the best-so-far

information gain 1s:

[-(6/10)log(6/10)-(4/10)log(4/10)] - [(5/10Y[-(5/5)log(5/5)FH(5/10)[-(4/5)og(4/5)-(1/5)log(1/5)]}F0.4228

C _Hem mEE

o O [N )

SIGKDD 2009

The astute reader will have noted that once we have T* we can
derive T simply by ignoring the trailing bits in each of the four
symbols in the SAX word. As one can readily imagine, this is a
recursive property. For example, if we convert 7' to SAX with a
cardinality of 8. we have SAX(T4.8) = T =
{110,110,011,000}. From this, we can convert to any lower
resolution that differs by a power of two. simply by ignoring the
correct number of bits. Table 3 makes this clearer.

Table 3: It is possible to obtain a reduced (by half) cardinality

SAX word simply by ignoring trailing bits
SAX(T.4.16)=T¥= {1100,1101,0110,0001}
SAX(T.4.8) =T® = {110 ,110 ,011 ,000 }
SAX(T.44) =T'= {11 ,11 ,01 ,00 }
SAX(T.4.2) =T*)={1 ,1 ,0 ,0 }

As we shall see later, this ability to change cardinalities on the fly
1s a useful and exploitable property.

SIGKDD 2008

| €3icut letantiun
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color this way | Phlmy 8 7. |
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Avoid Weak Language |

Compare

.with a dynamic series, it might fail to give
accurate results.

With..

.with a dynamic series, it has been shown by [7] to
give Inaccurate results. (give a concrete reference)

Or..

.with a dynamic series, it will give inaccurate
results, as we show In Section 7. (show me numbers)



Avolid Weak Language |

Compare

In this paper, we attempt to approximate and index
a d-dimensional spatio-temporal trajectory..

With...

In this paper, we approximate and index a d-
dimensional spatio-temporal trajectory..

Or...

In this paper, we show, for the first time, how to
approximate and index a d-dimensional spatio-
temporal trajectory..



Avoid Weak Language |11

The paper is aiming to detect and retrieve videos of the same scene...
Are you aiming at doing this, or have you done it? Why not say...

In this work, we introduce a novel algorithm to detect and retrieve videos..

The DTW algorithm tries to find the path, minimizing the cost..
The DTW does not try to do this, it does this.

The DTW algorithm finds the path, minimizing the cost..

Monitoring aggregate queries in real-time over distributed streaming environments
appears to be a great challenge.

Appears to be, or is? Why not say...

Monitoring aggregate queries in real-time over distributed streaming environments is
known to be a great challenge [1,2].



Avoid Overstating

Don’t say:
We have shown our algorithm is better than a decision tree.
If you really mean...

We have shown our algorithm can be better than decision
trees, when the data Is correlated.

Or..

On the Iris and Stock dataset, we have shown that our
algorithm is more accurate, In future work we plan to discover
the conditions under which our...



Use the Active Voice

It can be seen that... We can see that...

“seen” by whom?
EXpCI’iantS were conducted... \We conducted experiments_“
Take responsibility

The data was collected by us. = We collected the data.
Active voice Is often shorter

The active voice is usually more direct
and vigorous than the passive

William Strunk, Jr



Avolid Implicit Pointers

Consider the following sentence:

“We used DFT. It has circular convolution
property but not the unique eigenvectors
property. This allows us to...”

* The use of DFT?

What does the “This” refer to? { » The convolution property?

* The unique eigenvectors property?

Check every occurrence of the words “1t”, “this”,
“these” etc. Are they used in an unambiguous way?

Avoid nonreferential use of "this", |
"that", "these", Ilitll’ and SO On. > ‘ '
Jeffrey D. Ullman




Many papers read like this:

We Invented a new problem, and guess what, we can solve it!

This paper proposes a new trajectory clustering scheme for objects moving on
road networks. A trajectory on road networks can be defined as a sequence of road
segments a moving object has passed by. We first propose a similarity
measurement scheme that judges the degree of similarity by considering the total
length of matched road segments. Then, we propose a new clustering algorithm
based on such similarity measurement criteria by modifying and adjusting the
FastMap and hierarchical clustering schemes. To evaluate the performance of the
proposed clustering scheme, we also develop a trajectory generator considering
the fact that most objects tend to move from the starting point to the destination
point along their shortest path. The performance result shows that our scheme has
the accuracy of over 95%.

When the authors invent the definition of the data, and they invent
the problem, and they invent the error metric, and they make their
own data, can we be surprised if they have high accuracy?



Motivating your Work

If there is a different way
to solve your problem,
and you do not address
this, your reviewers might
think you are hiding
something

You should very
explicitly say why the
other ideas will not work.
Even if it is obvious to
you, it might not be
obvious to the reviewer.

Another way to handle
this might be to simply
code up the other way and
compare to it.

It 1s important to dismiss two apparent solutions to this
problem before introducing our technique:

e Why not replace the Fuclidean distance with the Dy-

namic Time Warping (DTW) distance? While DTW
1s a very useful tool for many data mining problems,
it 1s not the solution here. For example, if we have a
subsequence of length 500 that contains 10 heartbeats,
and another subsequence of length 500 that contains
9 heartbeats, DTW 1s no more useful than Euclidean
distance, because DT'W must match every data point
in each sequence, and there 1s no meaningful way to
map 9 heartbeats to 10 heartbeats. What 1s required is
uniform scaling, which compares the original 500 data
points to a range of possible data points, say from 500
to 600, incorporating the second sequence.

Why not search for shorter patterns, and after find-
ing the shorter motifs, somehow “grow” them with in-
variance to uniform scaling? This idea does seem at-
tractive initially. In the example in Figure 2, if we
shorten the required pattern length to 100 instead of
120, we do find a subsection of A and a subsection of
B to be the best motif. The problem is that in most
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Motivation

For reasons I don’t understand, SIGKDD papers rarely quote other papers. Quoting other
papers can allow the writing of more forceful arguments...

However, no matter what
representation 1s used, rotation invariance seems to be uniquely
difficult to handle. For example [20] notes “rotation is always
something hard to handle compared with translation and
scaling”.

This i1s much better than..
Paper [20] notes that rotation is hard to deal with.

For example, a recent paper suggested “dynamic
time warping incurs a heavy CPU cost...” Surprisingly, as
we will now show, the amortized CPU cost of DTW 1s

This i1s much better than..
That paper says time warping is too slow.



Motivation

Martin Wattenberg had a beautiful
paper in InfoVis 2002 that showed the
repeated structure in strings...

If I had reviewed it, | would have
rejected it, noting it had already been
done, in 1120!

It IS very important to convince
the reviewers that your work Is
original.

Do a detailed literature search.
« Use mock reviewers.
 Explain why your work Is
different (see Avoid “Laundry List” Citations)

N
A X .-~ fﬁf&\f ;( @\fm\ﬁ \

Bach, Goldberg Variations
2 |

N ’2\, A v

=

De Musica: Leaf from Boethius' treatise on music. Diagram is decorated with
the animal form of a beast. Alexander Turnbull Library, Wellington, New
Zealand



Avoid “Laundry List” Citations I

In some of my early papers, | misspelled Davood Rafiei’'s name Refiei. This
spelling mistake now shows up in dozens of papers by others...

- Finding Similarity in Time Series Data by Method of Time Weighted .. —Time Series Data Analysis and Pre-process on Large ...

- Similarity Search in Time Series Databases Using .. —G probability-based method and its ...

- Financial Time Series Indexing Based on Low Resolution ... —A Review on Time Series Representation for Similarity-based ...

- Similarity Search in Time Series Data Using Time Weighted ... —Financial Time Series Indexing Based on Low Resolution ...

- Data Reduction and Noise Filtering for Predicting Times ... —A New Design of Multiple Classifier System and its Application to...

This (along with other facts omitted here) suggests that some people copy
“classic” references, without having read them.

In other cases | have seen papers that claim “we introduce a novel
algorithm X", when in fact an essentially identical algorithm appears in one
of the papers they have referenced (but probably not read).

Read your references! If what you are doing appears to contradict or
duplicate previous work, explicitly address this in your paper.

A classic is something that everybody
wants to have read and nobody
wants to read

Mark Twain



Avoid “Laundry List” Citations 11

One of Carla Brodley’s pet peeves 1s laundry list citations:

“Paper A says "blah blah" about Paper B, so in my paper |
say the same thing, but cite Paper B, and | did not read
Paper B to form my own opinion. (and in some cases did

0

not even read Paper B at all....)”

The problem with this is:
— You look like you are lazy.
— You look like you cannot form your own opinion.

— If paper A is wrong about paper B, and you echo the errors,
you look naive.

Carla Brodley

| dislike broad reference bundles such as There has been plenty of related work [a,s,d,f,g,c,h] Claudia Perlich
Often related work sections are little more than annotated bibliographies. Chris Drummond



A Common Logic Error in Evaluating Algorithms: Part |

Here the authors test the rival
algorithm, DTW, which has no
parameters, and achieved an error
rate of 0.127.

They then test 64 variations of
their own approach, and since
there exists at least one
combination that is lower than
0.127, they claim that their
algorithm “performs better”

Note that in this case the error is explicit,
because the authors published the table.
However in many case the authors just
publish the result “we got 0.100, and it 1s less
clear that the problem exists.

“Comparing the error rates of DTW (0.127) and
those of Table 3, we observe that XXX performs

better”
number of bins 7
scale 8 16 32 64
1 0.628 | 0.590 | 0.563 | 0.536
2 0.223 | 0.157 | 0.123 | 0.130
3 0.257 | 0.158 | 0.140 | 0.127
4 0.223 | 0.158 | 0.140 | 0.130
5 0.167 | 0.143 | 0.128 | 0.123
§ 0.140 | 0.105 | 0.105 | 0.100
7 0.172 | 0.137 | 0.126 | 0.268
8 0.182 | 0.137 | 0.108 | 0.298
9 0.190 | 0.137 | 0.117 | 0.253
10 0.122 | 0.137 | 0.105 | 0.248
11 0.168 | 0.130 | 0.118 | 0.298
12 0.153 | 0.148 | 0.125 | 0.298
13 0.197 | 0.150 | 0.137 | 0.268
14 0.243 | 0.168 | 0.143 | 0.298
15 0.243 | 0.188 | 0.143 | 0.298
16 0.243 | 0.188 | 0.143 | 0.298

Table 3: Error rates using XXX on time
series histograms with equal bin size




A Common Logic Error in Evaluating Algorithms: Part ||

0 see why this is a flaw, consider this:

« We want to find the fastest 100m runner, between India and China.
* India does a set of trails, finds its best man, Anil, and Anil turns up
expecting a race.

 China ask Anil to run by himself. Although mystified, he obliging
does so, and clocks 9.75 seconds.

 China then tells all 1.4 billion Chinese people to run 100m.

* The best of all 1.4 billion runs was Jin, who clocked 9.70 seconds.
e China declares itself the winner!

Is this fair? Of course not, but this Is exactly what the previous slide does.

a

Johannes Fuernkranz

may sound obvious, but | cannot longer count the number of
papers that | had to reject because of this.

Keep in mind that you should never look at the test set. This}




Accuracy

Claudia Perlich

ALWAYS put some variance estimate on performance
measures (do everything 10 times and give me the

variance of whatever you are reporting)

Suppose | want to know if Euclidean distance or L1 distance iIs
best on the CBF problem (with 150 objects), using INN...
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Variance Estimate on Performance Measures

Suppose | want to know if American males are taller than
Chinese males. | randomly sample 16 of each, although it
happens that | get Yao Ming in the sample...

Plotting just the mean heights is very deceptive here.

229.00 166.26
170.31 167.08
163.61 166.60
179.06 161.40
170.52 175.32
164.91 173.31
168.69 180.39
164.99 182.37
184.31 177.39
189.76 167.75
170.95 179.81
168.47 174.83
164.25 171.04
178.09 177.40
178.53 166.41
166.31 180.62
Mean

175.74 173.00

STD

16.15 6.45

T T T
230 e 230 +
220t 2201
210 210 -
= =
O @)
c 200 = 200}
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% 190 % 190 - -
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180 - 180 ! T
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Be fair to the Strawmen/Rivals

In a KDD paper, this figure is the main proof of utility for a new
Idea. A query is suppose to match to location 250 in the target
sequence. Their approach does, Euclidean distance does not....

SHMM (larger is better match) Euclidean Distance (Smaller is better match)



The authors would NOT share this data, citing confidentiality

(even though the entire dataset is plotted in the paper) So we
cannot reproduce their experiments... or can we?

| wrote a program to extract the data from the PDF file...

i 1 1 r 1 1 0% _'D s 1::‘_, — 400
0 =) 100 130 200 25] 300 350 400 J ? * - —— b
TME TIME

SHMM (larger is better match) Euclidean Distance (Smaller is better match)



If we simply normalize the data (as dozens of papers
explicitly point out) the best match for Euclidean distance is

at... location 250!

So this paper introduces a method Be fair to the Strawmen/Rivals
which is:

1) Very hard to implement

2) Computationally demanding

3) Requires lots of parameters \/\ ]
To do the same job as 2 lines of parameter | = T

f re e C O d e L 2000 5’0 150 l.")O 250 280

Because the experiments are not [ | |
reproducible, no one has noticed this. I /
Several authors wrote follow-up papers, /

simply assuming the utility of this work.

(Normalized) Euclidean Distance




Plagiarism
can be
obvious..

2006 paper

Suppose we have two time series X1 and X2, of length t1 and t2
respectively, where:

To align two sequences using DTW we construct an tl1-by-t2 matrix
where the (i-th, jth)

element of the matrix contains the distance d(x1i,x2j) between the
two points x1i and x2j (With Euclidean distance, d(x1i, x2j) =(x1i=
x2j)2 ). Each matrix element (i,j) corresponds to the alignment
between the points x1i and x2j

The warping path is typically subject to several constraints.
*Boundary Conditions: wl = (1,1) and wK = (t1, t2), simply stated,
this requires the warping path to start and finish in diagonally
opposite corner cells of the matrix.

* Continuity: Given wk = (a,b) then wkjl = (a0, b0) where a-a0 <1
and b-b0 < 1. This restricts the allowable steps in the warping path
to adjacent cells(including diagonally adjacent cells).
*Monotonicity: Given wk = (a,b) then wkjl = (a0, b0) where a — a0 2
1and b - b0 20. This forces the points in W to be monotonically
spaced in time.

There are exponentially many warping paths that satisfy the above
conditions, however we are interested only in the path which
minimizes the warping cost,

The K in the denominator is used to compensate for the fact that
warping paths may have different

1999 paper

Suppose we have two time series Q and C, of length n and m
respectively, where:

To align two sequences using DTW we construct an n-by-m matrix
where the (ith, jth) element of the matrix contains the distance
d(qi,cj) between the two points qi and cj (With Euclidean distance,
d(qi,cj) = (qi - ¢j)2 ). Each matrix element (i,j) corresponds to the
alignment between the points gi and cj.

The warping path is typically subject to several constraints.

L LBoundary Conditions: wl = (1,1) and wK = (m,n), simply stated,
this requires the warping path to start and finish in diagonally
opposite corner cells of the matrix.

L L Continuity: Given wk = (a,b) then wk-1 = (a’,b’) where a-a' L1
and b-b' LL1.

This restricts the allowable steps in the warping path to adjacent
cells (including diagonally adjacent cells).

L Monotonicity: Given wk = (a,b) then wk-1 = (a',b') where a-a' 2 0
and b-b' 3 0.This forces the points in W to be monotonically spaced
in time.

There are exponentially many warping paths that satisfy the above
conditions, however we are interested only in the path which
minimizes the warping cost:

The K in the denominator is used to compensate for the fact that
warping paths may have different

..or it can be subtle. | think the below is an example of plagiarism, but the
2005 authors do not.

2005 paper: As with most data mining problems, data representation is one of
the major elements to reach an efficient and effective solution. ... pioneered by
Pavlidis et al... refers to the idea of representing a time series of length n using
K straight lines

2001 paper: As with most computer science problems, representation of the
data is the key to efficient and effective solutions.... pioneered by
Pavlidis... refers to the approximation of a time series T, of length n, with
K straight lines



Figures also get Plagiarized

38 S.H. Kim. Y. Mun, and H. Tl Choi
) N & o
/ | l | /_/
(a) (b)

Fig. 5. (a) is Euclidean distance{warping path), (b} is DTW(warping path)

O F

| oy

1 1 i

Fig. 6. Input data(Q.C) time series and warping path

One page of a ten page paper. All the
figures are taken without
acknowledgement from Keogh'’s tutorial

This particular figure
gets stolen a lot.

Here by two medical
doctors

Here in a Chinese
publication ( the author
did flip the figure upside
down!)

Here in a Portuguese
publication..

N e

Figure 3. One to one alignment on time axis
vs. non-linear alignment (warped time axis).
Nonlinear curve alignment is important in
pattern recognition of ECG signals. Wavelet
analysis dose not allow this type of flexibility
in pattern recognition and matching.

Figura 2. Comparacédo entre séries:
a) convencional; b) com DTW



What Happens If you Plagiarize?

The best thing that can happen is
the paper gets rejected by a
reviewer that spots the problem.

If the paper gets published, there is
an excellent chance that the
original author will find out, at that
point, they own you.

Note to users: Withdrawn Articles in Press are
proofs of articles which have been peer
reviewed and initially accepted, but have since
been withdrawn..
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Making Good Figures

* | personally feel that making good figures Is very
Important to a papers chance of acceptance.

 The first thing reviewers often do with a paper Is
scan through It, so Images act as an anchor.

* In some cases a picture really Is worth a thousand
words.

See papers of Michail Vlachos, it is clear that he agonizes over every detail in his beautiful figures.

See the books of Edward Tufte.
See Stephen Few’s books/blog (www.perceptualedge.com)



Fig. 1. A sample sequence graph. The line
thickness encodes relative entropy

Fig. 1. Sequence graph example

What's wrong with this figure? Let me count the ways...

None of the arrows line up with the “circles”. The “circles” are all different sizes and aspect ratios, the
(normally invisible) white bounding box around the numbers breaks the arrows in many places. The
figure captions has almost no information. Circles are not aligned...

On the right is my redrawing of the figure with PowerPoint. It took me 300 seconds

This figure is an insult to reviewers. It says, “we expect you to spend an unpaid hour to
review our paper, but we don t think it worthwhile to spend 5 minutes to make clear figures”
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Fig. 1. Sequence graph example

Note that there are figures drawn seven hundred years
ago that have much better symmetry and layout.

Peter Damian, Paulus Diaconus, and others, Various saints lives: Netherlands, S. or France, N. W.; 2nd quarter of the 13th century

Lets us see some more examples of poor figures, then see some principles that can help



This figure wastes 80%
of the space it takes up.

In any case, it could be
replace by a short
English sentence: “We
found that for
selectivity ranging
from 0 to 0.05, the four
methods did not differ
by more than 5%

Why did they bother
with the legend, since
you can’t tell the four
lines apart anyway?

Calculations

tance

# Dis

100000 F

GNAT ——

L,-based mm-GNAT —*—
L,-based mm-GNAT —*—

oo™ DAS - — g
80000 | L_-based mm-GNAT

60000 |

40000

20000 |

0 0.01 0.02 0.03 0.04 0.05
Selectivity

Figure 9. Selectivity versus number of dis-
tance calculations (search by ... norm, DB,)



This figure wastes
almost a quarter of a

page.

The ordering on the X-
axis Is arbitrary, so the
figure could be
replaced with the
sentence “We found the
average performance
was 198 with a
standard deviation of
11.2”.

The paper In question
had 5 similar plots,
wasting an entire page.

Time {in =)

"Hacdmal Baich Sios s—




The figure below takes up 1/6 of a page, but it only reports

3 numbers.
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The figure below takes up 1/6 of a page, but it only reports
2 numbers!

Actually, it really only reports one number! Only the relative times really matter, so
they could have written “We found that FTW is 1007 times faster than the exact
calculation, independent of the sequence length”.

100000 ¢ . : : i

i FTW —+— 1
— - Exact distance function --—>x-—- -
¢ 10000 F __
@ g X T Xmmmmmmm 3
£ 1000 ]
= - i
x - 1
S 100 F i
QO B -
g 10 F ’ | | ]

1 [ | | |
0 32 64 128 256

Difference in Sequence Lengths

Figure 16: Wall clock time as a function of the differ-
ence in sequence lengths in a data set (RandomWalk,
N = 2048).




Both figures below describe the classification of time series motions...

It is not obvious from this figure which
algorithm is best. The caption has almost
zero information

You need to read the text very carefully to
understand the figure

Similarities between similar motions are computed for
the 100 motions, and similarity between each motion and
other 99 dissimilar motions are also computed. Fig. 5 shows
the similarities of more accurate motions and the highest
similarities between each motion and the other 99 different
motions. For more accurate motions, similarities between
similar motions are higher than those between the same mo-
tion and all other dissimilar motion, achieving 100% recog-
nition rate for the 100 different motions. For the less accu-
rate motions, 92% similar motions have higher similarities
than dissimilar motions.
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W x « x .
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0. x
085
For Similar Motions +
For Dissimilar Motions. %
05 L 1 L 1 L i i f
10 20 3o 40 30 -0 o 80 an 100

Motion Number

Fig. 5. Motion Similarities

Redesign by Keogh

At a glance we can see that the accuracy is
very high. We can also see that DTW tends
to win when the...

The data is plotted in Figure 5. Note that any correctly
classified motions must appear in the upper left (gray)

triangle.
1

0

- Inthis region our .:°
- algorithm wins ..""

5
oo

In this region

DTW wins |

0

1

Figure 5. Each of our 100 motions plotted as a point in 2
dimensions. The X value is set to the distance to the nearest
neighbor from the same class, and the Y value is set to the
distance to the nearest neighbor from any other class.



Both figures below describe the performance of 4 algorithms on indexing of time series of different lengths...

This figure takes 1/2 of a page.

Execution Time of FastDTW on Large Time Series

Ji ——DTW
4500 7 — — FastDTW (radius=100}
= 4000 == = = FastDTW (radius=20)
£ 3500

= = = = FastDTW (radius=0)

[ 20,000 40,000 60,000 80,000 100,000 120,000 140,000 160,000 180,000|

Length of Time Series

100000

——DTW
e == FastDTW (radius=100)
,,-f'/ — - - FastDTW [radius=20)
E‘ 000 — — | - - - - FastDTW [radius=0)
e e —— -
] o -
E — -7 g
T 10 = == -
g S -
g T - o
i e m=
0 : : !
1,000 10,000 100,000 1,000,000

Length of Time Series

Figure 11. The eficiency of FastDTW and DTW on large time series. The top figure is scaled normally, and the bottom figure has

log-log scaling.

This figure takes 1/6 of a page.

Seconds

Seconds

Figure 14. Average time to answer a query for algorithms
LinearScanLB, FastScan, RtreeBF, and RtreeProbe, when varying the
number of candidate time series.




This should be a bar chart, the four items are unrelated

(in any case this should probably be a table, not a figure)

==DTW ==DC == BandDTW === SparseDTW
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150 273 2191 2898
GunX Tra Burst-Water Sun-Spot

Top (Time series lengths) - Bottom (Datasets )

Figure 5: Elapsed time using real life datasets.



This pie chart takes up a lot of space to communicate
3 n U m be rS ( Better as a table, or as simple text)

® Query ® DTW GetTime

Figure 5. Overall Time Evaluation

|:| People that have heard of Pacman

is executed, then the selection algorithm is applied, and fi-

nally_the frames carresnonding to_the eelected candidate I:] Pe0p|e that not have heard of Pacman

A Database Architecture For
Real-Time Motion Retrieval



Principles to make Good Figures

 Think about the point you want to make, should it be done with
words, a table, or a figure. If a figure, what kind?

 Color he PS (but you cannot depend on it)
° Llnklng Nelps (sometimes called brushing)
* Direct labeling helps

» Meaningful captions helps
 Minimalism helps (Omit needless elements)

* Finally, taking great care, taking pride in your work, helps
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b | (’( . Hand moving
E ‘ 7B g _ it above holster 3
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Direct Iabe“ng Figure 10. Stills from a video sequence; the right hand is
helps tracked, and converted into a time series

It removes one

level of
indirection, and ' p—/ 1
allows the figures C\ -
to be self B>

LA

explaining

Figure 10. Stills from a video sequence; the right hand is
(see Edward Tufte: Visual tracked, and converted into a time series: A) Hand at rest: B)
Explanations, Chapter 4) Hand moving above holster. C) Hand moving down to grasp
gun. D Hand moving to shoulder level, E) Aiming Gun.



Linking helps interpretability |

What is Linking?

Linking is connecting the same data in two views
by using the same color (or thickness etc). In the
figures below, color links the data in the pie
chart, with data in the scatterplot.

Fowl
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Fish

Both
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Boundary Transformatior 5

extraction by CCD 0
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Angle(®)

Fig. 1. An example of converting an image to a time-series by CCD

How did we get from here %

To here? iz 2%] \/ .

[
-
wm

It is not clear from the above figure.

See next slide for a suggested fix.



Linking helps interpretability I y

¥ 5 J\ NN Pl Wy
S ol N S\
.. * — —— IR v} {
In thls flgure’ the COIor Of Boundary Transformatior 12
the arrows inside the fish T T T e . s ow ws mo s

Angle( )

link to the colors of the N
arrows on the time series.

Fig. 1. An example of converting an image to a time-series by CCD

This tells us I

exactly how we
go from a shape W}f/f /

to a time series.

Note that there are other links,

for example in |1, you can tell

which fish is which based on

color or link thickness linking. 11

Figure 8: A visual intuition of the conversion of a two-
« . . . . dimensional shape to a one-dimensional “time series”. II)
Minimalism helps' In this Two shapes that are similar in the shape space will also be
case, numbers on the X-axis similar in the time series shape. III) Here we compare an

1890 chromolithograph [5] to a modern photograph of

do not mean anything, so 1890 ! ! . oo
they are deleted - I\‘I\—/}/T Jdlenotomus cnrysops (common name: Scup or rorgy




A nice example of linking

AeBat At Hand, wrist, and fingers

Humerus

Seal limb

Bird wing >

Bat wing

© Sinauer
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9 g 1 ;
® 0.4, . —ABEL
8 | ---EBEL
0.2§ DROP2 With Ranking
——DROP1 With Ranking

02 04 06 08 1
False Alarm Rate

* Don’t cover the data with the labels!
You are implicitly saying “the results are
not that important”.

* Do we need all the numbers to annotate
the X and Y axis?

» Can we remove the text “With

Ranking™?

Detection Rate

0 False Alarm Rate

Direct labeling helps ‘ ‘ | I

Note that the line thicknesses

differ by powers of 2, so even ‘ ‘ | I
in a B/W printout you can tell

the four lines apart.

Minimalism helps: delete the “with Ranking”,
the X-axis numbers, the grid...



Covering 1
the data
with the 1.0 J
labels Is a

common sin
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These two images, which are both use to discuss an anomaly detection algorithm, illustrate
many of the points discussed in previous slides.

Color helps - Direct labeling helps - Meaningful captions help

The images should be as self contained as possible, to avoid forcing the reader to look back to
the text for clarification multiple times.

Note that while Figure 6 = i /
use color to highlight the o '
anomaly, it also uses the ; : ‘

line thickness (hard to S S A

see in PowerPoint) thus S ) D
this figure works also
well in B/W printouts Fig. 9. Concatenation of TEK 0, 10, and 16.

: Poppet pulled significantly out of }
Marotta Valve Series I the solenoid before energizing \ E?l(eergiiing

phase is
W noyal

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Figure 6: An example of an annotated Marotta Valve
time series. The discord discovered (highlighted in bold)
exactly corresponds with the expert’s annotation of a
premature Poppet withdrawal




Thinking about the point you want to make, helps

2DDW
Distance

18.87

31.97

) -
o 3587 24.41
I

<0y, i
N :
19.17 . .
1501 Euclidean
Distance
Figure 3. The distances of four faces by 2DDW Figure 3: Two pairs of faces clustered using

and Euclidean norm. The 2DDW distances are
shown on solid lines and Euclidean distances
on dotted lines.

2DDW (top) and Euclidean distance (bottom)

From looking at this figure, we are suppose to Looking at this figure, we can tell that 2DDW
tell that 2DDW produces more intuitive results produces more intuitive results than Euclidean
than Euclidean Distance. Distance in 2 or 3 seconds.

| have a lot of experience with these types of
things, and high motivation, but it still took me 4
or 5 minutes to see this.

Do you think the reviewer will spend that amount
of time on a single figure?

Paradoxically, this figure has less information
(hierarchical clustering is lossy relative to a
distance matrix) but communicates a lot more
knowledge.



Contrast these two figures, both of which attempt to show that
petroglyphs can be clustered meaningfully.

 Thinking about the..., helps
» Color helps

* Direct labeling helps

. Meaningful captions helps

N To figure out the utility
A ‘_} of the similarity % A ﬁ

- y measures In this paper %’ 3 st
’ —
- ~ _ you need to look at text R ﬁ
and two figures, 5‘% JR—
. spanning four pages. 11 —\%i
W M T% 5 T
RS N,
LR I R 4, 4 &3 l Bighorn Sheep
® +f i@ 6 @ 2 |7
AN 4f Hl.l A hT 4/ \6 A %ﬁ’a | |
\ . e /! e . Resoluti reduced
5%, j * /5 6\ ?9 5ﬁ /3 This is the  actual
5 ' 1 1 3 ‘ | input to the distance
74 ‘A‘ - 3 '?4: * ‘ “‘ r._':l % measure
) ) ) Ld
Figure 11: (/eff) A group-average lir kag hierarchical clustering of
Fig. 7. Mutual distances among five ibexes drawn in the same figures, Fig. 4(g) (left) and Fig. 4(m) (right). The typical Southwestern USA petroglyphs, with tl Detu measure.
average distances within these figures are 6.6 and 5.6, respectively. (right) While the dendrogram to the le ft shows the f 11 solutio:

images for clarity, the images input to the d stance measure have
binarized, thinned and scaled to fit in a 30 by 30 bou d ng rectangle

SIGKDD 09



Using the labels
“Methodl” Method2”
etc, gives a level of
indirection. We have to
keep referring back to
the text (on a different
page) to understand the
content.

Direct labeling helps

The four significant digits are
ludicrous on a data set with
300 objects.

Len Method Method Method Method Method
1 2 3 4 5
128 0.7767 0.9589 0.9589 0.7772 0.77
256 0.7144 (0.9567 0.9411 0.8622 0.7433
512 0.6683 0.9419 0.9508 0.9408 0.7781
Avg 0.7198 0.9525 0.9503 0.8601 0.7638

Table 3: Similarity Results for CBF Trials

Redesigned by Keogh

Length | sparication | spersifeation | sparafication | Sparsifcation | oot
128 0.77 0.95 0.95 0.77 0.77
256 0.71 0.95 0.94 0.86 0.74
512 0.66 0.94 0.95 0.94 0.77
Avg 0.71 0.95 0.95 0.86 0.76

Table 3: Similarity Results for CBF Trials




This paper offers 7
significant digits in the
results on a dataset a few
thousand items

This paper offers 9 significant
digits in the results on a
dataset a few hundred items

Table VII.

Result for Stream Segment of Length 6

U o 'Y
-0.5314 0.7800 0.3304 [ 937.7485
-0.5797  -0.0504 -0.8133 | 133.1651 | 0.99991
-0.6178  -0.6237 0.4789 20.4448
I 289 576998  228.88 602278.75
2 265 4425584 2527762  4498063.5
3 293 640952  234.418 674823.063
4 353 61662912  256.503 61871660
5 325 11038734  251.434 11018625
6 277 666613  252.498 686351.813
7 309 375608  216.822

372590.375

Spurious digits are not just unnecessary, they are a lie!
They imply a precision that you do not have. At best they
make you look like an amateur.



Pseudo code

As with real code, it is probably better to break
very long puesdocode into several shorter units

Algorithm 1 Temporal Hashing Algorithm (7H) and Temporal
Hashing with Dropping Algorithm (THwD)

1: Initialize the temporal table T'T, location queue LG, history distance H
2: Initialize flag flag =1 for TH. and flag = 2 for THwD
3: for Each incoming location < (x, y). ¢t > that belongs to trajectory P(i) do

4: if flag == 2 then

5: Get Dormant Time [ P(i)

[+ it DP(i) — t < w then

7: if g(i) null then

8: Initialize g(#)

9: else

10: g(#).update(ix.y))

11 end if

12: else

13 store Pt]

14: end if

15 else

16: qg(4).update((x,y))

17 end if

18: end for

19: if ¢ <= w — 1 then

20: for Each query €}(j) do

21: for Each trajectory FP{4) do

22: compute MinDast{ 7). update history distance H and CTNN(j)
23 end for

24 end for

25: else if ¢ == w then

26: for Each query €}(j) do

27: for Each trajectory P(7) do

28: compute M in Dist(7), update history distance H and C'IN N(j)
29: compute hash value 4t using Formula (3)

30: if 5t == w — 1 then

3l: compute hash value 3¢ using Formula (6)

32: if (flag == 2 and 4t > w) then

33 Drop location queue and the historical distances of P(#)
34 end if

35: end if

36: end for

370 end for

38 for Each tajectory P(#) do

30: TT.map(i, min((t + 4t))

40 end for

41: else

42 for Each query ©{j) do

43 for Each trajectory P(k) in TT (¢) do

44: compute M in Dist(7), update history distance H and C'IN N(j)
45: compute hash value 5t according to Formula (3) and (6) similarly
46: if (flag == 2 and &t > w) then

47: Drop lecation queue and the historical distances of P({k)
48: end if

49: end for

50:  end for

Sl: for Each trajectory Pi{k) in TT (t) do

52: TT.map(k, min(t 4 6t))

53 end for

54: end if




The most Common Problems with Figures

Too many patterns on bars

Use of both different symbols and different lines
Too many shades of gray on bars

Lines too thin (or thick)

Use of three-dimensional bars for only two variables
Lettering too small and font difficult to read
Symbols too small or difficult to distinguish
Redundant title printed on graph

. Use of gray symbols or lines

10 Key outside the graph

11.Unnecessary numbers in the axis

12.Multiple colors map to the same shade of gray

13. Unnecessary shading in background

14. Using bitmap graphics (instead of vector graphics)
15. General carelessness

OCONOOhWNE

Eileen K Schofield: Quality of Graphs in Scientific Journals: An Exploratory
Study. Science Editor, 25 (2), 39-41

Eamonn Keogh: My Pet Peeves



1. Too many patterns on bars

Here the problem is compounded
by the tiny size of the key. The
area of each key-box is about

2mm?
XMark
10000 L I I T T T T T
NOK
TwigStack =5 _
[14] &2 _
The key d RS == T
© ey rawn | RangeFetch ; r
to scale. : SegSJ wif 1L
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TwigStack =3 | ;
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5. Use of three-dimensional bars for only two variables

[\~
[=]

O Sliding
Window

B Top-Down

=y
=2

O Bottom-up

Nubirer of Segments
N

O K-Sdev

8
4
0
MaxSev=2.212.94 3.68 4.41

Fig. 4 Comparison with three generic segmentation algorithms

Why is this chart in 3D?

5 VTR

1920
1440 960

Length of Time Series w0

480

3D is fine when needed



6. Lettering too small and font difficult to read

Here the
font size on
the legend
and key is

about 1mm.

(coin for scale)

All the
problems
are trivial to
fix
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10. Key outside the graph

Here the problem is not that 1
. 0 1] - - : i

the key is in text format RSN I I I .
(although it does not help). N I
The problem is the distance o. o o
o o D B Y
between the key and the N I I
data.
Fadttl It1 IH) IEH B ) 1B

—— Open door
= ==Pickup
<o Put down
=-=-Close door
—e—Frass
——Pour
—d— Pick up and put down

Data

Detection rate

Key

0.2 0.4 0.6 08 1
False alarm rate

(b)

Fig. 11. (a) Recognition rate for UCF database. Dotted line: UCF results [12].
Dashed line: Overall similarity obtained by integrating / similarity scores from
coarse-to-fine scales. Gray bar: Conditionally optimal p*. Black bar: Jointly
optimal (N, p)*. (b) ROC curves for different activities in the conditionally
optimal case.



11. Unnecessary numbers in the axis

Do we really need every
iInteger from zero to 25 in this
chart? (if “yes”, then make a table, not a figure)

Error Rate

In this version, | can still find,
say “23", by locating 20 and
counting three check marks.

Error Rate

This problem is more common in the X-axis

— e ke b ek e
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12. Multiple colors map to the
same shade of gray

Average Excute Time(Seconds)
N
‘”—

This image works fine in color...

In B/W however, multiples colors
map to the same shades of gray.

Average Excute Time(Seconds)

4 aa

N B O ® O N A O

o 0 O O 0 &6 o o ©
(]

Y ]

3

[}

2

Figure 6. Average execute time

Note that we can easily represent upto 5 things with
shades of gray. We can also directly label bars.
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13. Unnecessary shading in background

All the other problems (Multiple colors map to the same shade of gray, etc)
are compounded by having a shaded background.
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Figure 4.3 Contrast on 90 degrees for Campnosperma
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14 Using bitmap graphics

Below is a particularly bad
example, compounded by a tiny
font size, however even the best
bitmaps look amateurish and can
hard to read.

Use vector graphics. |

Bitmap graphics often have

30
B compression artifacts,
S resulting in noise around
“EL sharp lines.
-El:-.'l:l

10
)




15 General Carelessness Original
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Top Ten Avoidable
Reasons Papers get
Rejected, with \\
Solutions ] L)




To catch a thief, you must think like a thief
Old French Proverb

To convince a reviewer, you must think like a
reviewer

Always write your paper imagining the most cynical
reviewer looking over your shoulder™. This reviewer does not
particularly like you, does not have a lot of time to spend on
your paper, and does not think you are working in an
Interesting area. But he/she will listen to reason.

*See How NOT to review a paper: The tools and techniques of the adversarial reviewer by Graham Cormode



This paper Is out of scope for SDM

* [N some cases, your paper may really be
Irretrievably out of scope, so send it elsewhere.

» Solution
— Did you read and reference SDM papers?
— Did you frame the problem as a SDM problem?

— Did you test on well known SDM datasets?
— Did you use the common SDM evaluation metrics?
— Did you use SDM formatting? (“look and feel”)

— Can you write an explicit section that says: At first blush this
problem might seem like a signal processing problem, but note that..




The experiments are not reproducible

 This IS becoming more and more common as a reason
for rejection and some conferences now have official
standards for reproducibility

» Solution
— Create a webpage with all the data/code and the paper itself.

— Do the following sanity check. Assume you lose all files.
Using just the webpage, can you recreate all the experiments

I n yO U I' pape rt) (it is easy to fool yourself here, really really think about this, or have a grad student actually attempt it).

— Forcing yourself to do this will eliminate 99% of the problems



This Is too similar to your last paper

* If you really are trying to “double-dip” then this
IS a justifiable reject.

 Solution
— Did you reference your previous work?
— Did you explicitly spend at least a paragraph explaining how
you are extending that work (or, are different to that work).

— Are you reusing all your introduction text and figures etc. It
might be worth the effort to redo them.

— If your last paper measured, say, accuracy on dataset X, and
this paper is also about improving accuracy, did you compare
to your last work on X? (note that this does not exclude you from additional datasets/rival

methods, but if you don’t compare to your previous work, you look like you are hiding something)



You did not acknowledge this weakness

* This looks like you either don’t know i1t 1s a weakness
(you are an idiot) or you are pretending It Is not a
weakness (you are a liar).

e Solution

— Explicitly acknowledge the weaknesses, and explain why the
work is still useful (and, if possible, how it might be fixed)

“While our algorithm only works for discrete data, as we noted
In section 4, there are commercially important problems in
the discrete domain. We further believe that we may be able
to mitigate this weakness by considering...”




You unfairly diminish others work

« Compare:

— “In her Inspiring paper Smith shows.... We extend her
foundation by mitigating the need for...”

— “Smith’s idea is slow and clumsy.... we fixed it.”

« Some reviewers noted that they would not explicitly tell the authors
that they felt their papers was unfairly critical/dismissive (such
subjective feedback takes time to write), but it would temper how they
felt about the paper.

e Solution

— Send a preview to the rival authors: “Dear Sue, we are trying to
extend your idea and we wanted to make sure that we represented your work
correctly and fairly, would you mind taking a look at this preview...”



There Is a easier way to solve this problem.
You did not compare to the X algorithm

e Solution

— Include simple strawmen (“while we do not expect the hamming distance
to work well for the reasons we discussed, we include it for completeness™)

— Write an explicit explanation as to why other methods

won’t work (see below). But don’t just say “Smith says the
hamming distance is not good, so we didn’t try it”

It 1s important to dismiss two apparent solutions to this
problem before introducing our technique:

o Why not replace the FEuclidean distance with the Dy-
namic Time Warping (DTW) distance? While DTW
1s a very useful tool for many data mining problems,
1t 18 not the solution here. For example, if we have a



You do not reference this related work.
This 1dea Is already known, see Lee 1978

e Solution
— Do a detailed literature search.

— If the related literature is huge, write a longer tech report

and say In your paper “The related work in this area is vast, we refer
the interested reader to our tech-report for a more detailed survey”

— Give a draft of your paper to mock-reviewers ahead of time.

—Even If you have accidentally rediscovered a known result,
you might be able to fix this If you know ahead of time. For
example “In our paper we reintroduced an obscure result

from cartography to data mining and show...”
(In ten years | have rejected 4 papers that rediscovered the Douglas-Peuker algorithm.)



You have too many parameters/magic
numbers/arbitrary choices

e Solution

—For every parameter, either:
« Show how you can set the value (by theory or experiment)
« Show your idea Is not sensitive to the exact values

—Explain every choice.

* If your choice was arbitrary, state that explicitly. We used single
linkage in all our experiments, we also tried average, group and Wards
linkage, but found it made almost no difference, so we omitted those results

for brevity (but the results are archive in our tech report).

* If your choice was not arbitrary, justify it. We chose DCT instead of
the more traditional DFT for three reasons, which are...



Not an interesting or important problem,
Why do we care?

» Solution
—Did you test on real data?

—Did you have a domain expert collaborator help with
motivation?

—Did you explicitly state why this Is an important problem?

—Can you estimate value? “In this case switching from motif 8 to
motif 5 gives us a nearly $40,000 in annual savings! pamaiky et al. SIGKDD 2009”

— Note that estimated value does not have to be in dollars, It
could be In crimes solved, lives saved etc



The writing Is generally careless.
There are many typos, unclear figures

This may seem unfair if your paper has a good idea, but
reviewing carelessly written papers is frustrating. Many
reviewers will assume that you put as much care into the
experiments as you did with the presentation.

e Solution

—Finish writing well ahead of time, pay someone to check
the writing.

—Use mock reviewers.
—Take pride in your work!



Tutorial Summary

Publishing in top tier venues such as SDM can
seem daunting, and can be frustrating...

But you can do it!

Taking a systematic approach, and being self-
critical at every stage will help you chances
greatly.

Having an external critical eye (mock-reviewers)
will also help you chances greatly.






Appendix A:

Why mock reviewers
can help

A mock reviewer might
have spotted that “upward
shift” was misspelled, or
that “Negro” is not a good
choice of words, or...
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Fig.4. An example time series from each class of the «

FART Neural Network based Probabilistic Motif
Discovery in Unaligned Biological Sequences

M. Hemalatha, P. Ranjit Jeba Thangaiah and K. Vivekanandan, Member IEEE

Abstract — Finding Motif in bio-sequences is the most primitive Importance of these patterns for biology comes from the role
operation in computational Biology. There are many of motifs at protein DNA binding sites. Furthermore, finding
computational requirements for a motif discovery algorithm similar sequences can  be used to reveal unknown
such as computer memory space requirement and
computational complexity. To overcome the complexity of
motif discovery, an alternative solution is proposed by
integrating genetic algorithm and Fuzzy Art machine learning
approaches for eliminating multinle seauence alicnment

evolutionary relationships between different species.

II. MATERIALS AND METHODS



Appendix B: Be concrete

SAX is a kind of statistical algorithm...
No, SAX is a data representation

Finally, Dynamic Time Warping metric was...

The same dynamic time warping metric was used to compare clusters...

... or dynamic time warping metric and to retrieve the last sensor data...
No, Dynamic Time Warping is a measure, not a metric



Appendix C:

The owner of a small company needed to get rid of an old boiler
that his company had replaced with a shiny new one. Not wanting
to pay disposal fees, and thinking that someone else could use it, he
dragged it out onto the street and put a “Free” sign on it. To his
dismay, a week later it was still there. He was about to call a
disposal company when his foreman said “l can get rid of it in one
day”.

The foreman replaced the “Free” sign with one that said “For Sale,
$1,500”. That night, the boiler was stolen.

The moral? Imply value for your paper.



A biologist, an engineer and a mathematician were crossing the
border into Scotland from England on a train when they saw a field
with a black sheep in it.

The biologist said, "Look, in Scotland the sheep are black."

The engineer replied, "No, in Scotland some of the sheep are
black."

The mathematician rolled his eyes to heaven and said, very
patiently, "In Scotland, there exists at least one sheep which is
black on at least one side."




