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Extreme scale systems available before the end of this decade are expected to have 100 million to 1 billion CPU cores. The probability that a failure occurs during an application execution is expected to be much higher than today's systems. Counteracting this higher failure rate may require a combination of disk-based checkpointing, diskless checkpointing, and algorithmic fault tolerance. Diskless checkpointing is an efficient technique to tolerate a small number of process failures in large parallel and distributed systems. In literature, a simultaneous failure of no more than \( N \) processes is often tolerated by using a one-level Reed-Solomon checkpointing scheme for \( N \) simultaneous process failures, whose overhead often increases quickly as \( N \) increases. We introduce an \( N \)-level diskless checkpointing scheme that reduces the overhead for tolerating a simultaneous failure of up to \( N \) processes. Each level is a diskless checkpointing scheme for a simultaneous failure of \( i \) processes, where \( i = 1, 2, \ldots, N \). Simulation results indicate the proposed \( N \)-level diskless checkpointing scheme achieves lower fault tolerance overhead than the one-level Reed-Solomon checkpointing scheme for \( N \) simultaneous processor failures.
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1 INTRODUCTION

Fault-tolerance is becoming a critical part of High Performance Computing. As processor speeds are no longer increasing at previously observed rates, manufacturers of computers and high performance computers are using more components and processors to continue improving computational speeds. Using the well accepted heuristic that a computer has a constant failure rate during most of its operation, failure rates increase linearly with regards to the number of components. If a failure occurs during a computation without a system in place to recover such a failure, unfortunately, the only course of action is to completely restart the computation.

The prevalence of computers in new fields has created greater amounts of data to analyze. This need for computation over larger data sets has resulted in longer computations. With increased time of computation, the penalty for a failure resulting in loss grows. Furthermore, as the computation requires more time with more data, the likelihood of a failure during a specific execution of a program also increases. Due to the higher failure rate and data loads, methods of avoiding and mitigating failures is critical. Specifically, methods to enable computations to recover from a failure are needed.

One way to address fault tolerance is through the use of checkpoints. In disk-based checkpointing, checkpoints are regularly backed up on stable storage during computation. To back up the processor state, each processor generally communicates its state to a storage system. Checkpoints can either be scheduled periodically by the system or scheduled by the application developer. Checkpoints introduce additional overhead, but reduce the amount of recomputation in the case of a failure.

One complexity of checkpointing is ensuring that the processor state is consistent, or that messages actively being sent between processors are not lost during a failure. Strategies to ensure consistency depend on whether the checkpoints are uncoordinated or coordinated. Uncoordinated checkpoints require additional effort (e.g. rollback-dependency graphs and rollback propagation algorithm) to ensure that checkpoints are not useless, or unable to be part of a consistent state [25]. Coordinated checkpointing requires orchestration of checkpoints to form a consistent global state. The consistency difficulty applies for checkpoint schedules determined by the system as well as for checkpoint schedules that are determined by the application developer. In application level checkpointing the application developer is responsible for ensuring that the processor state is consistent before calling for a checkpoint, sometimes performing checkpoints at a barrier. Tools such as found in [23] assist application developers to schedule checkpoints. We focus on coordinated checkpoints, specifically aimed at application level checkpoints. However, even for application level checkpoints, schedules are important because the schedule factors into the expected runtime of a program.

There are other methods of providing fault tolerance, including redundant execution [16] and algorithmic based fault tolerance (ABFT) [2], [3], [4], [5], [6],...
will require an additional overhead per checkpoint. The overhead will increase as the number of processors increases.

In this paper, we explore the benefits of layering diskless and disk-based checkpointing. Diskless checkpointing can augment disk-based checkpointing when bandwidth allows. Diskless checkpointing can be used when bandwidth is limited, but it requires more redundant processors and increased overhead per checkpoint.

Diskless checkpointing has also been used to tolerate a simultaneous failure of no more than \( N \) processors by using a Reed-Solomon encoding scheme for \( N \) simultaneous processor failures. However, the amount of time to recover after a failure and the amount of time to perform a checkpoint usually increase quickly as \( N \) increases. Using the results from [7], the overhead and recovery times for a diskless checkpoint scheme increase linearly with the number of failures the scheme is capable of handling.

This paper proposes an \( N \)-level diskless checkpointing scheme to reduce the overhead for tolerating a simultaneous failure of no more than \( N \) processors by layering the diskless checkpointing schemes for a simultaneous failure of \( i \) processors, where \( i = 1, 2, \ldots, N \). While the \( N \)-level diskless checkpointing scheme is able to tolerate a simultaneous failure of \( N \) processors, it tolerates the more frequent case of a simultaneous failure of less than \( N \) processors with lower overhead than the one-level scheme for \( N \) simultaneous processor failures. The \( N \)-level diskless checkpointing scheme can reduce the total fault tolerance increase in runtime significantly compared with a one-level scheme. We focus on developing and verifying an analytical model for \( N \)-Level diskless checkpointing under the assumption that checkpoints are evenly spaced. We then examine how to determine the number of checkpoints to use by level. We verify the analysis through simulation.

2 Related Work

Plank and Li present a system that uses an additional processor to help perform diskless checkpointing and outlines how to expand the process to tolerate multiple failures [14]. Plank’s work also extended this technique for a high performance network of workstations and evaluated several diskless checkpointing variants [12]. Other work in the field includes the comparison of multiple types of diskless checkpointing [19]. Techniques have been developed to handle multiple failures for specific matrix operations [11]. Finally, [30] uses diskless checkpointing in a configuration called double checkpointing to provide fault tolerance for Charm++ parallel programming. Double checkpointing provides a single layer of diskless checkpointing capable of multiple failure recovery. In our work we demonstrate the benefit of multiple layers of diskless checkpoints.
The layering of diskless and standard checkpoints was studied in [18], [20], [21]. Layering checkpoints that can only detect inconsistent states with checkpoints that can only recover inconsistent states has been explored [22]. Layering checkpoints has also been used for creating a two-layer recovering scheme for shared disk architectures [1] and application-specific multi-level fault tolerance schemes [17].

Our work requires consistent and coordinated checkpoints at approximately equal intervals. Forced checkpoints [26] are one method of addressing the difficulties of creating consistent checkpoints. Using forced checkpoints increases the flexibility to produce consistent states, but at the cost of the additional checkpoints.

Layering different diskless checkpointing schemes to tolerate multiple simultaneous failures appears to be novel.

3 DISKLESS CHECKPOINTING REVIEW

We review the methods of diskless checkpointing to aid understanding of our scheme. We review requirements to coordinate, store and encode checkpoints.

Like any checkpoint scheme, diskless checkpoints must ensure a consistent state is maintained. Coordinated checkpoints can accomplish this through several methods [25]. Blocking checkpoint coordination requires an orchestrating process to initiate a checkpoint. The coordinator creates a checkpoint and then notifies other processors to take a checkpoint. Other processes then flush their communication channels, take a tentative checkpoint, and then acknowledge the coordinator. Once the coordinator receives all acknowledgments, it broadcasts a commit message that finishes the checkpoint. Another method is non-blocking checkpoint coordination, where a checkpoint request is placed within the communication channels (assuming reliable FIFO channels). This strategy eliminates the problem of undelivered messages that cause an inconsistent state. A third method is to use loosely synchronized clocks to enable checkpoint coordination. This functions by taking local checkpoints at a specified time and then waiting the maximum time for messages or failures to occur to consider the checkpoint consistent [27], [28], [29]. No matter which method is used, diskless checkpoints require a consistent state to act.

As mentioned in the introduction, checkpoints may be scheduled by either the system or the application developer. We assume that the application developer will be scheduling the checkpoints and will ensure that these are done at a point where the state is consistent. One common way to ensure consistency is to perform checkpoints at a synchronization point in a program. Tools such as [23] aid developers to schedule consistent checkpoints.

In many applications of diskless checkpointing capable of handling one failure, a dedicated checkpoint processor is maintained. The storage overhead is one copy of the local checkpoint. The copy of the local checkpoint is equivalent to the size of the processor state on one of the other processors. For checkpoint methods that require more than one failure redundancy, one dedicated checkpoint processor is needed per number of failures that must be simultaneously recovered. Additionally, the checkpoint storage overhead increases correspondingly.

For our method, we use Reed Solomon encoding. Performing the entire Reed-Solomon encoding through a binomial tree approach could have high overhead due to the size of messages and memory needed. [7] describes a method of reducing the overhead of this process in cases where the message size is large. In the case of using diskless checkpointing, the message size is the processor state, i.e., large. This method involves pipelining sending and encoding. Pipelining functions by dividing the message on each processor into segments of equal size. The checkpoint for a segment is calculated by repeated transmissions and partial encoding linearly across processors. After the segment clears the last non-checkpoint processor, it can be sent to the checkpoint processor. The next segment is started once the previous segment clears the second processor. This process is repeated for each segment. After all segments are complete, the entire checkpoint is complete. The runtime is dependent on the latency $\alpha$, the bandwidth $\beta$, the time to compute the sum of two bytes within arrays $\gamma$, the number of processors $p$, and the message size $m$. The runtime of performing a checkpoint for a k-failure encoding decreases from $\approx 2 \cdot [\log p] \cdot k(\beta + 2\gamma)m$ for a binomial encoding to $\approx (1 + O(\frac{\gamma}{\beta m}))^2 \cdot k \cdot (\beta + 2\gamma)m$ for the pipelined encoding [7]. The additional memory needed is on the order of the size of a segment.

4 N-LEVEL DISKLESS CHECKPOINTING

4.1 Checkpointing Algorithm

To use N-level diskless checkpointing, a schedule for the diskless checkpoints must be developed for each level of recovery supported. In other words, checkpoints that can recover from one, two, and up to N simultaneous failures must be scheduled. When a checkpoint is scheduled, each processor takes specific steps (see Figure 1). The coordination of checkpoints by processors is important to ensure the consistency of the checkpoint. After a local checkpoint, the processors communicate their states to each other. Reed-Solomon encoding of these combined states is performed and stored to ensure that no matter which processors fail, the remaining processors are capable of reconstructing the state of the failed processors. Communication and encoding can be pipelined together to improve performance and avoid bottlenecks. For any diskless checkpoint there is both communication and calculation overhead. An N-failure checkpoint can recover any number of failures from 1, 2, \ldots, N.
/* Multi-level diskless checkpointing. */

1. Determine when to perform which level of the checkpoints;
2. Coordinate to obtain a consistent state;
3. Take the local in memory checkpoints;
4. Encode local in memory checkpoints to dedicated checkpoint processes using the Reed-Solomon error correcting code;

Fig. 1. N-level diskless checkpointing algorithm

Fig. 2. Flow of a two-failure recovery. 1) Failure occurs at time F1. 2) System attempts to recover to most recent one failure checkpoint (a). 3) Failure occurs while attempting recovery at F2. 4) System recovers to most recent two-failure checkpoint (b).

4.2 Recovery Algorithm

Upon a detected failure, an N-Level Diskless Checkpointing system first attempts to use the most recent recovery checkpoint (usually 1-failure) to recover the state of the failed processor. Should an additional failure occur during this recovery period, the system then uses the most recent two-failure recovery checkpoint to recover both failed processor states. We consider any failures that occur before recovery has completed to be simultaneous.

In general, after $m$ failures have occurred without any successful recovery, the system returns to the most recent recovery checkpoint that is capable of handling $m$ failures and uses that checkpoint to attempt to recover the failed processors. If the number of processor failures exceeds the number that is supported, the system needs to restart the computation. Figure 2 shows the flow of a typical two-failure case.

Multiple layers allow for additional flexibility in the use of diskless checkpointing. Previously, most diskless checkpointing schemes only allow for a single failure. The interval between diskless checkpoints in a single failure scheme is optimizeable using similar techniques to those used for disk-based checkpointing. Diskless checkpointing and disk-based checkpointing differ when a failure during a recovery occurs. In disk-based checkpointing, the system simply restarts from the same checkpoint. In diskless checkpointing, the system may need to restart from an earlier checkpoint. In this respect, N-level diskless checkpointing has an advantage against disk-based checkpointing; however, the gains in not using stable storage make the development valuable.

The possibility of falling through a checkpoint increases the importance of understanding the expected execution time for using a layered diskless system.

5 PERFORMANCE ANALYSIS

5.1 Assumptions for Model

We assume that the system requires that all processors are functional in order to proceed with computation. This assumption is reasonable as it reflects the default mode among many implementations of Message Passing Interface (MPI). We also assume that the version of MPI is capable of allowing for recovery from a fail-stop failure, as provided by FT-MPI. It is also assumed that a system fails with a constant failure rate, leading to an exponential distribution of failures.

Let $S_i$ denote a scheme that is capable of recovering from $i$ failures. With only $S_1, S_2, ..., S_n$, only a maximum of $n$ failures are recoverable. Note that $n$ must be less than the total number of processors, otherwise the entire job must be restarted. It is possible to have some form of non-diskless checkpointing scheme set up rather than restart completely, but that is beyond the scope of this research.

We initially analyze the case where up to two failures can be recovered. The checkpointing scheme consists of \( N_2 \) two-failure checkpoints that can recover successfully from two failures at a delay of $t_2$. Each two-failure checkpoint requires $t_{c2}$ to set up. In each time period started or ended by a two-failure checkpoint, there are \( N_1 \) one-failure checkpoints, each is capable of recovering from one failure with a delay of $t_1$ and requires $t_{c1}$ to set up. Furthermore, if a restart is required, we assume that an additional time $t_3$ occurs. Finally, before the program can complete, an additional time $t_{c3}$ is waited. By adding $t_3$ and $t_{c3}$ the modeled system acts as if it were inside a disk-based checkpointing system. To use this scheme in conjunction with disk-based checkpoints, the disk-based checkpoint setup time should be used in place of $t_{c3}$ and recovery time should replace $t_3$. 

Fig. 3. Demonstration of Assumptions. Each interval $T$ is constant, but the amount of “useful” work done in an interval changes (shown in black). The other colors show the respective amounts of time spent checkpointing for the checkpoint after them.
In an actual program, choosing when a checkpoint occurs may not be possible due to the need for consistent states, however frequently a suitable approximation is available and can be determined by the application programmer. We assume that the time that a checkpoint begins is not limited by this factor. We realize that this is a concern that would impact the performance of a layered diskless checkpointing system. The impact of variation from the proposed schedule may be examined in future work.

We propose a schedule where each checkpoint occurs at a distinct time from all other checkpoints. We use the convention that the amount of time from the end of one checkpoint to the end of the next checkpoint, or interval, will be a constant value, T. Since different levels of checkpoints require different amounts of time to perform, progress on executing the program varies from one interval to the next. This is shown in Figure 3, where the black line represents time spent executing program code, and colors represent time spent setting up checkpoints. Figure 4 shows an alternative view of the checkpoint scheduling indicating the ordering of the layered checkpoints. Based on the construction there will be a total of \( K = (N_2 + 1) \cdot (N_1 + 1) \) intervals of length T. Of these, one ends the program, \( N_2 \) intervals end with a second level checkpoint, and \( N_1 \cdot (N_2 + 1) \) end with a first level checkpoint. Figure 5 shows how the checkpoints are scheduled.

### 5.2 Expected Runtime for a Two-Level Scheme

We seek a closed-form analysis for the expected runtime to ease the determination of when a multi-level diskless checkpointing should be used. As there is the possibility of fall-through of lower levels of checkpoints, a closed-form analysis is needed for the analysis of the trade-offs of using this scheme. One trade-off is that falling through a checkpoint level increases the time for that particular execution. However, this increased time may be overcome by reduced checkpoint overhead. Finding the expected runtime for a system requires analyzing the expected time for each interval between checkpoints individually. Unlike disk-based checkpoints, once a checkpoint is reached it is still possible, given a certain number of failures, to have to re-perform work before that checkpoint. The use of intervals will simplify this analysis. One key question is what length of time should be set as an interval. This can be solved as a function of the checkpoint times and the initial faultless, uncheckpointed time as shown in Equation 1.
value of T determined, the checkpoint schedule can be
determined by subtracting the length of each checkpoint
setup from checkpoint end. However, this does not affect
the approach in this paper and thus will not be explored
further.

\[
t_{\text{init}} = (T-t_{\text{c3}}) + \sum_{j=1}^{N_2} (T-t_{\text{c2}}) + \sum_{j=0}^{N_2} \sum_{i=1}^{N_1} (T-t_{\text{c1}})
\]

\[
T = \frac{t_{\text{init}} + t_{\text{c3}} + N_2(t_{\text{c2}}) + t_{\text{c1}}(N_2+1)N_1}{(1+N_2+(N_2+1)N_1)}
\]

(1)

Overall, the objective is to determine the expected value of the runtime of a system. Since the intervals are
disjoint pieces of time that contain the entire runtime,
linearity of expectations can be used to show that the ex-
pected runtime of the system is the sum of the expected
times to complete each interval.

The expected time to step from one interval, say the
\(k-1\)th to the \(k\)th is inspected, denoted by \(E(k-1,k)\). Using
the total law of probability, this can be viewed as the
sum of expectations given disjoint events weighted by
the probabilities of those events. This analysis uses the
disjoint events of differing numbers of failures. Equation
2 shows the general form of this equation where \(f\) is the
number of failures and \(n\) is the maximum number of
failures tolerated before restart must take place. In the
the case examined in detail later in this paper, \(n\) would be
two.

\[
E(k-1, k) = E(k-1, k| f = 0)P(f = 0) + E(k-1, k| f = 1)P(f = 1) + \ldots E(k-1, k| f > n)P(f > n)
\]

(2)

The expected amount of time for a given number of failures can be determined. If there are no failures, the
expected time for an interval is just the length of the interval, \(T\). If there is one failure, the last checkpoint
will be able to recover it. This means that it would only
need to use a one-failure recovery scheme and restart
the interval. This will involve losing any amount of time
spent working on the interval before failure, the time to
recover from one failure \(t_1\), and the expected amount
of time to successfully complete the interval. For two
failures, the expected value should be the amount of
time lost before a failure, the time lost trying to recover
using a one-failure checkpoint, the time to recover from
two failures \(t_2\), and the expected time to complete the
interval from the last two failure checkpoint. This last
term depends on how many intervals have successfully
completed since the last two-failure checkpoint. If more
than two failures occur, then the program will need to
start over after a delay \(t_3\). To complete the interval from
the beginning requires the completion of all previous
intervals as well as the interval in question.

In order to aid in the modeling of these expected
values, let a function \(z(k)\) be defined by Equation 3.

\[
z(k) = ([k - 1]/(N_1 + 1)) \cdot (N_1 + 1)
\]

(3)

Since a constant failure rate is assumed, the failure
distribution is the exponential distribution and is sub-
sequently memoryless. Thus, the probability of a failure oc-
curring only depends on the amount of time that passes.
Equation 4 shows the probability density function and
cumulative density function for a system with a constant
failure rate of \(\lambda\). Our later simulations govern the failure
probabilities through the manipulation of \(\lambda\).

\[
f(t) = \lambda e^{-\lambda t}
\]

\[
F(t) = 1 - e^{-\lambda t}
\]

(4)

The probability of an interval being completed with no
failure is \(1-F(T)\). For a system to have only one failure,
it must fail in the first \(T\) amount of time and then not
fail for the next \(t_1\) time, as it would have failed twice in
that case. For a system to have only two failures, it must
fail in the first \(T\) amount of time, then fail again in the
next \(t_2\) amount of time, and finally not fail in the next \(t_2\)
amount of time. To have three or more failures it must
fail in the first \(T\), then again in the next \(t_1\), and again
in the next \(t_2\). With all of the probabilities and expected
values specified, Equation 5 shows the expected time to
complete the \(k\)th interval.

\[
E_1(k-1, k) = T \cdot (e^{-T\lambda}) + \int_0^T (\tau_1 + R_1) e^{-t_1\lambda} e^{-\lambda\tau_1} d\tau_1 + \int_0^T \int_0^{t_1} (\tau_2 + \tau_1 + R_2) e^{-t_2\lambda} e^{-\lambda\tau_2} e^{-\lambda\tau_1} d\tau_2 d\tau_1 + \int_0^T \int_0^{t_1} \int_0^{t_2} (\tau_3 + \tau_2 + \tau_1 + R_3) e^{-\lambda(\tau_3 + \tau_2 + \tau_1)} d\tau_3 d\tau_2 d\tau_1
\]

with

\[
R_1 = t_1 + E_1(k-1, k)
\]

\[
R_2 = t_2 + \sum_{j=z(k)+1}^{k} E_1(j-1, j)
\]

\[
R_3 = t_3 + \sum_{j=1}^{k} E(j-1, j)
\]

(5)

Equation 6 shows this result of this integration, with
the derivation of this result available in the appendix.
\(\alpha_T, \beta_T, \) and \(\gamma_T\) are functions of the recovery times and
checkpoint times.
\[ E_b(k - 1, k) = \alpha_T \sum_{j=1}^{z(k)} E(j - 1, j) + \gamma_T \]
\[ = \theta_T E_b(k - (N_1 + 1) - 1, k - (N_1 + 1)) \]
with
\[ \theta_T = (1 + \alpha_T \sum_{i=0}^{N_1} (1 + (T + \beta T)^i)) \]  
(6)

The expected time of all the intervals up to and including the first two-failure checkpoint can be expressed as a function of \( E(0, 1) \). Each interval immediately after any second level checkpoint can be expressed as a function of all the checkpoints before. Each interval that is not immediately after a two-failure checkpoint (that is not the very first checkpoint) can be expressed as a function of the interval before it. Thus, by induction, every interval can be expressed as a function of \( E(0, 1) \). The total expected running time, \( E_{tot} \), can be represented by Equation 7, where \( K \) is the total number of intervals of length \( T \). It should be noted that \( N_2 = K/(N_1 + 1) - 1 \).

\[
E_{tot} = \sum_{j=1}^{K} E(j - 1, j)
\]
\[
= E(0, 1) + \sum_{i=1}^{K/(N_1 + 1) - 1} E_b(i \times (N_2 + 1), i \times (N_2 + 1) + 1) + \sum_{i=0}^{K/(N_1 + 1) - 1} \sum_{j=1}^{N_1} E_b(i(N_2 + 1) + j, i(N_2 + 1) + j + 1) \]
(7)

The overall expected time shown in Equation 7 can be expressed as a function of \( T \) and the expected time of the first interval. This is shown in Equation 8, with the derivation available in the appendix. Thus, for this two-level checkpoint schedule, a closed form expected execution time exists.

\[
E_{tot} = \sum_{j=1}^{K} E(j - 1, j)
\]
\[
= \sum_{i=0}^{K/(N_1 + 1) - 1} \sum_{j=1}^{N_1 + 1} E(i(N_1 + 1) + j - 1, i(N_1 + 1) + j)
\]
\[
= \sum_{i=0}^{K/(N_1 + 1) - 1} \phi_T E(i(N_1 + 1) + i(N_1 + 1) + 1)
\]
\[
= \phi_T E(0, 1) \sum_{j=0}^{N_2} \theta_T^j
\]
\[
= \phi_T \gamma_T \sum_{j=0}^{N_2} \theta_T^j \]
(8)

### 5.3 Finding Good Checkpoint Intervals

To find the best possible run time for a given set of recovery times and checkpoint setup times, optimal values for \( N_1 \) and \( N_2 \) must be found. If \( N_2 \) is zero, the expected run time is shown in Equation 9. A bound on \( N_2 \) and \( N_1 \) can thus be formed based on Equation 9. Equation 10 shows this case.

\[
E_{tot|N_2=0} = \phi_T \gamma_T \]
(9)

\[
\phi_T \gamma_T \geq t_{init} + t_{c3} + N_1(t_{c1}) + N_2(t_{c2})
\]
\[
N_2 \leq \frac{\phi_T \gamma_T - t_{c3} - N_1(t_{c1})}{t_{c2}} \]
(10)

As the minimum value for \( N_1 \) is 0, this leads to the bound for \( N_2 \) as shown in Equation 11.

\[
N_2 \leq \frac{\phi_T \gamma_T - t_{c3}}{t_{c2}}
\]
\[
= \frac{\gamma_T - t_{c3}}{t_{c2}}
\]
with
\[ T = \frac{t_{init} + t_{c3} + N_2(t_{c2})}{(1+N_2)} \]
(11)

### 5.4 Extending to N-Level Checkpointing

Extension from a two-level to an \( N \)-level checkpointing scheme requires additional consideration as the complexity of the problem increases. In order to look at the expected time, a few additional parameters must be defined. Specifically, \( n \) is the number of checkpoint levels. \( N_1, N_2, ... N_n \) are the numbers of checkpoints of each level between those one level higher. Note that this means there will be a total of \( N_n \) checkpoints that can recover \( n \) failures, \((N_n + 1) \cdot N_{n-1}\) that can recover \( n-1 \) failures and so on. \( t_i \) is the recovery time for a scheme that can recover up to \( i \) failures, with \( t_0 \) being the size of an interval (previously \( T \)). \( t_{c1} \) is the time required to set up a single checkpoint of a scheme that can recover from \( i \) failures. Equation 12 shows the expected time of an interval in terms of the previous intervals. We use the \( L \) function to estimate the expected time to recover to the current interval given that a specified number of failures occur. The \( H \) function is an expression of the probability of having at least a specific number of failures in an interval.

\[
E(k - 1, k; n) = e^{\lambda t_0} \left( \sum_{i=1}^{n-1} L(i + 1, k; n)H(i) e^{-\lambda_{i+1}} \right) + e^{\lambda t_0} \left( \sum_{i=1}^{k-1} E(j - 1, j; H(n)) + e^{\lambda t_0} \left( \left( t_{n+1} + \frac{n+1}{\lambda} \right) H(n) \right) + e^{\lambda t_0} \left( \left( \frac{1}{\lambda} \cdot \sum_{i=0}^{n-1} (i + 1) \left( e^{-\lambda_{i+1}} \right) H(i) \right) \right) \right) \]
(12)

The \( H \) function is defined in Equation 13 and represents the probability of having a specific number of failures within an interval. \( H \) is a function of the number
of failures as well as the times for recovery which are non-random parameters of the system.

\[ H(x) = \prod_{j=0}^{x} (1 - e^{-\lambda t_j}) \]  

(13)

The L function represents the time it takes to get back to an interval given that a failure checkpoint needed to be used. This equations sums the expected values of the intervals since a checkpoint capable of recovering the failures occurred.

\[ L(x, k; n) = \sum_{j=0}^{k-1} E(j - 1, j; n) \]  

(14)

The Z function calculates at what interval the last checkpoint for a given number of failures, x, occurred from a given interval, k. The Z function is non-random.

\[ Z(x, k) = \left( \prod_{j=1}^{k-1} N_{j+1} \right) \cdot \prod_{j=1}^{x-1} N_j + 1 \]  

(15)

Equation 16 shows the length of the interval assuming all intervals are even.

\[ t_0 = \frac{T_{init} + t_{c(n+1)} + \sum_{i=1}^{n} t_{c,i} N_i \prod_{j=1}^{i-1} (N_j + 1)}{\sum_{i=1}^{n} N_i \prod_{j=1}^{i-1} (N_j + 1)} \]  

(16)

The calculation of the total number of intervals is defined in Equation 17.

\[ K = \prod_{i}^{n} (N_i + 1) \]  

(17)

The total execution time for a program of length \( T_{init} \) with specified \( n \), \( N_1, N_2, \ldots, N_{n-1}, t_{c,n} \) can be formed by plugging in \( t_0 \) from Equation 16, K from Equation 17, and the expected values into Equation 18.

\[ E(1, K; n) = \sum_{i=1}^{K} E(i - 1, i; n) \]  

(18)

This provides a recursive definition that can be solved numerically if the expected time for the first interval is calculated. The closed form allows a potential user of a layered diskless system using this checkpoint schedule to determine its expected effectiveness. We next verify this formulation using simulations. We then use this closed form to demonstrate the improvement of layered diskless checkpointing over 1-level diskless checkpointing.

### 6 Experimental Results

#### 6.1 Verifying Analytic Model By Simulation

To verify the results of the analysis, a simulation is used to evaluate its accuracy. We chose to evaluate using a simulation approach to verify the analysis is correct for the assumptions. Future work will include fault injection studies to more closely match real world systems. The simulation calculates the expected value of each interval in order from first interval to last interval. Each interval is run a number of times. The simulated times for completion of the interval are averaged to estimate the expected completion time. This estimate is then used as the expected time for that interval for all subsequent intervals in the simulation. After all intervals are simulated, the expected times for the intervals are summed to give the total expected simulated time. For a more detailed description of the simulation strategy, see section 6.2. The simulated program has a faultless, uncheckpointed execution time of ten days.

The simulation starts with determining near-optimal numbers of checkpoints by level using the analytical formula. The process of this selection is discussed in further detail later. After the checkpoint schedule is determined, the performance of that level of checkpointing is examined. Initially, the total simulation time to complete is determined by taking the uncheckpointed time and adding the time required for each of the checkpoints. Then, the total simulation time is split into intervals that consist of the time between any two adjacent checkpoints, including the time to complete the checkpoint at the end of the interval. As this checkpointing scheme often requires resetting to previous intervals when one or more failures occurs, the variance of the execution time increases greatly. To counteract this effect in the estimation of expected value, an interval by interval estimation scheme is used. Specifically, each interval, starting with the first interval, has its expected time estimated. After the interval is estimated, if the interval is needed again for a later interval, the simulation will use the expected execution time previously calculated rather than re-simulate the interval. While this functions well for calculating the expected time, it should be noted that this simulation as written cannot immediately estimate the variance of the total execution time.

For each interval a sample of an exponential distribution is taken according to the \( \lambda \) parameter. The sampled value indicates whether the interval is passed (if the sample is larger than the interval length), or at what time a failure occurred during the interval (if the sample is smaller than the interval length). If no failure occurs, then the runtime for that trial of the interval is the length of the interval. If a failure occurs, the runtime is incremented by the time until the failure occurred. Another exponential sample is then taken to determine the time of the next failure. If the next failure occurs during the time to recover from the first failure, then

<table>
<thead>
<tr>
<th>Param</th>
<th>Low</th>
<th>High</th>
<th>Inc</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>.001</td>
<td>.01</td>
<td>.005</td>
<td>Failures/\text{Hour}</td>
</tr>
<tr>
<td>( t_{c1} )</td>
<td>.5</td>
<td>3</td>
<td>.5</td>
<td>\text{Hours}</td>
</tr>
<tr>
<td>( t_{c2} )</td>
<td>.5</td>
<td>3</td>
<td>.5</td>
<td>\text{Hours}</td>
</tr>
<tr>
<td>( t_{c3} )</td>
<td>.5</td>
<td>.5</td>
<td>.5</td>
<td>\text{Hours}</td>
</tr>
<tr>
<td>( t_{c1} )</td>
<td>.5</td>
<td>3</td>
<td>.5</td>
<td>\text{Hours}</td>
</tr>
<tr>
<td>( t_{c2} )</td>
<td>.5</td>
<td>.5</td>
<td>.5</td>
<td>\text{Hours}</td>
</tr>
<tr>
<td>( t_{c3} )</td>
<td>.5</td>
<td>3</td>
<td>.5</td>
<td>\text{Hours}</td>
</tr>
<tr>
<td>( N1 )</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>Ckpts/(N2+1)</td>
</tr>
<tr>
<td>( N2 )</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>Ckpts</td>
</tr>
</tbody>
</table>

**TABLE 1**

Parameter Values for Analysis Verification Simulation
the second failure, considered a simultaneous failure, must be handled by the next level of checkpointing. At this point, the expected times for previous intervals are added to estimate the time to return to the beginning of the current interval. Once execution returns to the beginning of the interval, the process begins again except with its runtime reflecting the time penalties that the failure caused. Eventually, the trial of the interval completes and provides a sample of the execution time of that interval. Each interval runs many times, with an average of the runtimes being used as the expected execution time of that interval. For the results shown, each interval is estimated by the average of 1,000 executions of the interval. Once all the intervals are estimated, the total expected execution time is determined by summing the expected values of the intervals.

The parameters for simulation were set up according to Table 1. In this table, \( t_{rx} \) is the time to setup a checkpoint of level \( x \) and \( t_{rx} \) is the time to recover from a failure of \( x \) simultaneous failures (e.g. \( t_x \) in the analysis). \( N1 \) and \( N2 \) are the number of one-failure and two-failure checkpoints used respectively. The simulation was run four separate times with the number of interval repetitions being increased from 5000 to 20000 at 5000 step increments. In each case, each result was compared with the analytic result in terms of percentage difference relative to the simulation time. The maximum percentage difference was then taken for each of the four numbers of repetitions. This result is charted in Figure 6, showing that the simulation is converging toward the analysis.

### 6.2 N-Level vs 1-Level Diskless Checkpointing

To demonstrate the improvement of N-level checkpointing relative to 1-level checkpointing, both the analytical formula and experimental simulation are compared on varying parameters of \( \lambda \), times to recover a one-level failure, and time to setup a one-level checkpoint. A 1-level scheme, a 2-level scheme, and a 3-level scheme are compared. The checkpoints in the 1-level scheme are capable of recovering from a single simultaneous failure. The 2-level scheme has two types of checkpoints, being able to recover from only one simultaneous failure, and up to two simultaneous failures respectively. The 3-level scheme has the types of checkpoints in the 2-level scheme with an additional type of checkpoint capable of recovering from three failures.

Table 2 shows the parameter values used for comparing the three schemes. The simulated program has a faultless, uncheckpointed execution time of one day. We assume that the time for a two-failure recovery is twice the time for a one-failure recovery. We assume that the time for a three-failure recovery is three times the time for a one-failure recovery. These values are based on the work in [7]. Similarly, the setup time for a two-failure checkpoint is assumed to be twice the setup time for a one-failure checkpoint. For a three-failure checkpoint, the checkpoint setup time is three times the setup time for a one-failure checkpoint. In general, we assume that the time for an \( N \) failure recovery time is \( N \) times that of recovering from one failure, and that setting up an \( N \)-th-level checkpoint is the same as \( N \) times that of a one-failure checkpoint. According to these assumptions, establishing the time to recover from a one failure and the setup time of a one-failure checkpoint is sufficient to specify recovery times and checkpoint setup times for any number of failures and any level of checkpoint.

For the simulation, a near-optimal number of checkpoints was determined through empirical search for each level. In the case of one-level checkpointing, the optimal was found by increasing the number of checkpoints until the expected performance became worse with additional checkpoints as determined by the analytical formula. The multi-level checkpoints (two, and three) require finding the near-optimal number of one-failure checkpoints, two-failure checkpoints, and three-failure checkpoints. Unfortunately, finding the optimal number of checkpoints for more than one level is computationally costly. The near-optimal multi-level checkpoints were determined, also using the analytical formula, by trying combinations of numbers of checkpoints on each level up to the number of checkpoints determined to be optimal for the one-level checkpoint while only trying a small number of lower level checkpoints. For some parameter values, the near-optimal number of checkpoints

---

**Table 2**

Parameter Values for Comparison of 1-level, 2-level, and 3-level schemes.

<table>
<thead>
<tr>
<th>Param</th>
<th>Values</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>([1/24, 1/12, 1/6, 1, 2, 4])</td>
<td>Failures/Hour</td>
</tr>
<tr>
<td>( t_c )</td>
<td>([1,10])</td>
<td>Minutes</td>
</tr>
<tr>
<td>( t_{c1}N )</td>
<td>( t_{c1} \cdot N )</td>
<td>Minutes</td>
</tr>
<tr>
<td>( t_r )</td>
<td>([1,10])</td>
<td>Minutes</td>
</tr>
<tr>
<td>( t_{r1}N )</td>
<td>( t_{r1} \cdot N )</td>
<td>Minutes</td>
</tr>
<tr>
<td>FaultlessRuntime</td>
<td>24</td>
<td>Hours</td>
</tr>
</tbody>
</table>

---

Fig. 6. Maximum difference (in percent of analysis) observed between analysis and simulation over parameters described in table 1.
for the 2-level and 3-level schemes only consisted of one-
failure checkpoints. Under these circumstances the three
schemes are effectively the same (Figure 7 compares the
performance of a case where the 2-level and 3-level have
the same set of checkpoints).

The simulation results are compared with the analyti-
cal results. Figures 7, 8, 9, 10, 11, and 12 show the results
for several of the runs with the equivalent analytical
times comparing the different schemes. These particular
data points demonstrate several different behaviors of
the schemes over a variety of tc, tr, and λ values.

In all of these figures, the analytic result tightly
matches the simulation result for each of the schemes.
Additionally, the results show that there is often a sizable
reduction of expected execution time when using 2-
level or 3-level schemes in comparison with the 1-level
scheme. This reduction can be seen in Figure 9, and
more so in Figure 8 where the 1-level execution time
dwarfs the expected execution time of both 2-level and
3-level schemes to the extent that they barely appear
on the chart. The 1-level does not perform as well as
the 2-level or 3-level schemes. The intuitive reason for
this difference is that the failure rate happens to have
a high probability of 2 failures, but that the probability
of an additional failure during the recovery period is
low. In other words, there are a sufficient number of 1-
failures that the cumulative time of 1-failure recovery
periods grows sufficiently and additional failure is likely.
However, the number of those recovery periods is not
sufficiently high to require a three-level scheme. As such,
the two-level and three-level scheme perform similarly.
At higher failure rates the two-level scheme will also
degrade at some point. The selection of the number of
levels should be based on the failure rate.

The 3-level scheme often provides an additional im-
provement over even the 2-level scheme, as can be seen
in Figures 9 and 12. However, this is not always the case
as can be seen in Figures 10 and 11, where the 3-level
scheme only has two-failure and one-failure checkpoints.

6.3 Sensitivity to Checkpoint Schedule Fidelity
Up to this point, we have assumed that the checkpoints
are able to be taken exactly when they are scheduled.
Section 6.2 demonstrates potential benefits to multiple
levels of diskless checkpointing under that assumption.
We now explore how important the assumption of
equal intervals is to the analysis. Even in cases where
the application or system is able to schedule approxi-
mately equal intervals for checkpoints, deviations from
the precise schedule are still likely. We therefore ex-
plored the sensitivity of the solution to perturbations
of the checkpoint schedule. Any particular combina-
tion of checkpoint coordination algorithm and application
will result in different deviations from a checkpoint
schedule. We instead pick a particular modification to
checkpoint schedules to demonstrate that 1) the analysis
does not immediately break with unequal intervals, and
2) that some potential checkpoint coordination behaviors
are covered by this analysis. In particular, we explore
the impact of a checkpoint coordination system that on
average has the desired exact intervals but deviates from
each checkpoint according to a normal distribution.

To evaluate this impact, we simulated both the unperturbed and a set of perturbed schedules. The pertur-
bation replaced each checkpoint completion time with
a new time selected from a Gaussian distribution cen-
tered at the original checkpoint completion time with a
standard deviation of 5 percent of an interval.

For the comparison, tests were run on the best check-
point schedules found through the previous exhaustive
search (see Section 6.2). We simulated 1000 indepen-
dently selected modified checkpoint schedules. The av-
erage of 10,000 complete runtime simulations was cal-
culated for each modified checkpoint schedule (instead
of stepping from 5000 to 20,000 as in Section 6.2). We
then computed the maximum percent difference between
the expected runtimes of the unmodified schedule versus
each of the 1000 modified schedules.

Figure 13 shows an example sensitivity analysis for
the case of λ = 1.0, tr = 10 minutes, and tc = 1 minute.
Figure 13 indicates that the worst difference of all the
trials of optimal numbers of equal interval checkpoints
was 5.5% (λ = 4.0, tr = 10 minutes, tc = 1 minute, 3 levels).
The average difference was 0.3%, which indicates that
the impact of the inexact checkpoint schedules on the
expected program execution time is often negligible if
checkpoint intervals are not too far away from equal.

7 Discussion
The experimental results show that 2-level and 3-
level diskless checkpointing outperforms the one-failure
checkpointing scheme in many cases, and performs
equally well in other cases. Sometimes the various
schemes use the same checkpointing schedule. A sin-
gle level, but multi-failure scheme (e.g., only having
checkpoints that can recover from up to 2 failures) may
perform as well as the 2-level or 3-level schemes for some
cases where the one-failure, 1-level scheme performed
poorly. In such a case that scheme may not perform
as well as the multi-level schemes where they compar-
atively matched the performance of the one-failure
scheme. As such, the use of a multi-level scheme is more
useful than any 1-level scheme with the same types of
checkpoints available.

As can be seen in Figure 14, increasing the failure
rate increases the benefit of multi-level diskless check-
pointing. The expected runtime for 1-level checkpointing
increases on a faster exponential curve than 2-level or 3-
level checkpointing. Additional levels of checkpointing
should be considered when the cost of checkpointing
and recovery for those levels does not exceed the benefit
provided. The cost of checkpointing and recovery for
additional levels should be considered based upon the
system being investigated. The assumptions about the
Fig. 7. Comparison of analysis and simulation expected runtimes for the 1-level, 2-level, and 3-level schemes with $t_c=1$ min, $t_r=10$ min, and $\lambda=1$ failure/6 hours.

Fig. 8. Comparison of analysis and simulation expected runtimes for the 1-level, 2-level, and 3-level schemes with $t_c=1$ min, $t_r=1$ min, and $\lambda=4$ failures/hour.

Fig. 9. Comparison of analysis and simulation expected runtimes for the 1-level, 2-level, and 3-level schemes with $t_c=1$ min, $t_r=10$ min, and $\lambda=1$ failure/hour.
Fig. 10. Comparison of analysis and simulation expected runtimes for the 1-level, 2-level, and 3-level schemes with $t_c=1$ min, $t_r=1$ min, and $\lambda=2$ failures/hour.

Fig. 11. Comparison of analysis and simulation expected runtimes for the 1-level, 2-level, and 3-level schemes with $t_c=10$ min, $t_r=1$ min, and $\lambda=2$ failures/hour.

Fig. 12. Comparison of analysis and simulation expected runtimes for the 1-level, 2-level, and 3-level schemes with $t_c=10$ min, $t_r=10$ min, and $\lambda=1$ failure/hour.
recovery time and checkpoint setup times (e.g., that the recovery time from N failures is N times the recovery time for one failure) may or may not hold in real world systems, and as such these times should be evaluated based on the system. Fortunately, the analysis technique presented in this paper is independent of these assumptions and is still valid regardless of the checkpoint setup and failure recovery times. Of course, changing these parameters would change the results of the evaluation.

The current model assumes that failures are independent; however, this is not likely in real systems. One way to address this is through a sample implementation in the system to verify the expected performance approximately matches the true performance. The weakness of this approach is that the degree to which failures are correlated depends on the software, hardware, and configuration of the system. Another way to address this would be to study failure patterns of the real world system and attempt to form a failure dependency graph. Upon creation of this graph, along with the failure probabilities that are derivable from this paper, it would be possible to ascertain whether it is sufficiently independent to use the model of this paper using the Lovasz local lemma. Upon verifying that the failures are sufficiently independent, the results of this paper could be used to determine what kind of diskless checkpointing method should be used for the system.

Coordination of checkpoints is a critical premise of this work. The more obvious case where this method will be effective is iterative methods (e.g., Conjugate Gradient method, Generalized Minimal Residual method, and Biconjugate Gradient Stabilized method) where each iteration takes approximately the same amount of time and a consistent checkpoint can be obtained automatically at the end of any iteration. While the number of iterations may not result in an exact match of the equal interval schedule, the simulations in Section 6.3 indicate that the analysis is still useful when the intervals are approximately equal. In applications where checkpoint coordination is more difficult, the use of roughly equal
interval checkpoints combined with forced checkpoints to ensure consistency is an option. This approach would require additional overhead for forced checkpoints that is dependent on the application. The analysis shown here would apply if the additional overhead can be factored into the total execution time in a fashion that preserves roughly equal checkpoint intervals. Ultimately, in some cases the ability to construct approximately equal checkpoint intervals may be infeasible. Layered diskless checkpoints may still be useful; however, the analysis shown here is not applicable. A separate analysis should be considered for such cases.

8 CONCLUSION

We provide a method for deriving a pure analytic model for the expected time to complete a program using two-level diskless checkpointing, as well as an analytic model that can be used in conjunction with numerical methods for determining the expected time to complete a program for a generic N-level diskless checkpointing system. Additionally, we develop a simulation framework for N-level diskless checkpointing, and compare the analysis and simulation. Furthermore, we suggest a method to search for near-optimal numbers of checkpoints and levels that provide a reasonable starting point when exhaustive search is too expensive. The results of the model indicate that N-level diskless checkpointing is a highly promising system technique for improving the expected runtimes of high performance computing programs for a number of system configurations in comparison with current methods. With increased processors and subsequent increased failure rates, this method will help improve expected execution times.
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