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Literature selection & overall condition

high medium low

6, 7, 9, 10, 12, 14, 15, 
16, 17, 18, 20, 21

8, 11, 13 1, 2, 3, 4, 5, 19

Only literatures with ‘high’ priority are analysed.



Application area

6,7 population estimation 

9,16,17 Environmental protection 

10,18,20 financial/business analysis 

12 software for analysis (paper 15, 18 use this Python based 

package!)

14 Transportation 

15 Mortality Rates

21 Guns and Homicides



Taxonomy Construction





1.Converge Standard

❖ SOC-RSS:  more focused on overall model fit

❖ SOC-f: has the advantage of being focused on the relative changes of the additive terms

❖ Cross Vaidation(CV)
❖ Out-of-bag estimation error(OOB)
❖ COS-RSS combined with iteration number and threshold presetted
❖ AICc

SOC-RSS SOC-f Not mentioned Others

None 7; 9; 14; 18 6; 8; 12; 15; 17 10(CV); 16(OOB); 
20(COS-RSS); 
21(AICc)





2.Data Preprocessing

❖ Removal of selected variables:
➢ Reduce factors that have strong correlations to increase the accuracy of 

regression model (6)
➢ Fit regression model better (15)
➢ Satisfy the result of goodness of fit (16)

Removal of Selected Variables No Not mentioned

6; 15; 16  7; 8; 9; 10; 12; 17; 18; 21 14; 20





3.Measurement of Goodness of Fit

doc# R2 RSS AICc other

6 √

7 √

9 √ √ √(MAE)

10 √ √

12 √



Measurement of Goodness of Fit (ctd)

doc# R2 RSS AICc other

14 √ √ √ √(ENP,AIC)

15 √ √ √

16 √ √(RMSE)

17 √ √

18 √ √ √

20 √ √ √(RMSE)

21 √





4.Occurrence of Overfit condition

Yes No Not mentioned/ Not 
applicable

7 6, 9, 10, 14, 15, 16, 17, 
18, 20

8, 12, 21





5. Integrate MGWR with other 
algorithm
❖

Yes No

6, 9, 14, 16, 20, 21 7, 10, 12, 15, 17, 18, 



Thank
you
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Introduction

• Site specific crop management (SSCM) is a farming management 
concept which is based upon observing, measuring and responding to 
multiple variables. 
• SSCM is required as farmers can get better yield, soil will be least 

disturbed, and it will avoid depletion of minerals.
• It is also known as Precision agriculture.
• Farmers who use SSCM practices, they use weather data, humidity, 

soil temperature, growth and other factors for crop rotation.



Agriculture parameters considered

• Soil temperature
• Temperature
• Soil pH
• Humidity
• Crop type



Application Goals

• The data generated from sensors such as air temperature, soil 
temperature, moisture (humidity), soil pH will be periodically mapped 
to the appropriate crop regions.
• The user will have various controls on the dashboard to control which 

data is displayed on the map. This information can now be used to 
better manage crops in the following ways.
• Identify poorly irrigated zones
• Identifying temperature anomalies
• Identify soil acidity
• Light intensity (future work)



Technologies

• Leaflet Api is used for this project.
• MongoDB is used to store data.
• Bootstrap, HTML, CSS, JavaScript are used for front end.











Future work

• Organize data on User Interface
• Predict the next crop for crop rotation based on the condition of the 

current plot.
• Include more features.



Thank you



LITERATURE SURVEY
SPATIAL APPLICATIONS ON MGWR

Kexin Wang, Qiguang Xie, Xu Chen, Yifan Zhao



WHAT IS MGWR

• MGWR refers to Multi-scale Geographically Weighted Regression

• Geographically Weighted Regression(GWR) model is a kind of data analysis model 
widely used in spatial data analysis, and multi-scale geographic weighted regression 
model(MGWR) is an extension of GWR model, which can accurately reflect the nature 
of spatial data in many practical problems. 



THE USAGE OF MGWR

• This techniques can be used in many areas, like geography and agriculture

• We can find many articles based on this techniques



Theoretical research of MGWR

• limitation of GWR:all of the spatially varying parameters are assumed to arise 
from processes operating at the same spatial scale

• MGWR allows the conditional relationships between the response variable and 
the different predictor variables to vary at different spatial scales



Theoretical research of MGWR

Advantages of MGWR

• accurately discriminate parameter surfaces with high spatial heterogeneity from 
those with low spatial heterogeneity

• produce similar bandwidths for processes that operate at the same spatial scale.



WHAT WE HAVE DONE

• We have found 60 literatures on MGWR.

• We have summarized their general contents.

• We have worked out a refined literature taxonomy to classify each document with 
reference to its general contents.



WHAT WE HAVE DONE



TAXONOMY



CONCLUSION

• applications of existing technology

• extension functions of the existing technology

 

• discover the problems found based on the technology of MGWR



SHORTCOMING

• The choice of material

• Classification bias due to insufficient expertise

•  Scientific nature of division of labor



THANK YOU!

Kexin Wang, Qiguang Xie, Xu Chen, Yifan Zhao
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Problem

• Forest Fires are uncontrollable and untamable.

• It is out of our hand.

• Can we predict if the fire is going to take place

https://www.reddit.com/r/pics/comments/1i6xut/mythbusting_minions_by_lars_of_looking_for_group/ 2

Can we?
Yes!!

https://www.reddit.com/r/pics/comments/1i6xut/mythbusting_minions_by_lars_of_looking_for_group/
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3



Preprocessing

4



Final Dataset
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Sampling
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Distribution

7

Reservoir Sampling 

Precision Recall F1 Support

T 0.33 0.02 0.03 60

F 0.95 1 0.97 1140

Stratified Sampling 

Precision Recall F1 Support

T 0.00 0.00 0.00 54

F 0.95 1 0.98 1146



Classifier Model

8



Support Vector Machine

9

Reservoir Sampling 

Precision Recall F1 Support

T 0.06 0.05 0.06 60

F 0.95 0.96 0.96 1140

Stratified Sampling 

Precision Recall F1 Support

T 0.09 0.09 0.09 54

F 0.96 0.96 0.96 1146



Random Forest Classifier

10

Reservoir Sampling 

Precision Recall F1 Support

T 0.33 0.02 0.03 60

F 0.95 1 0.97 1140

Stratified Sampling 

Precision Recall F1 Support

T 0.00 0.00 0.00 54

F 0.95 1 0.98 1146



Cross Validation

11



SVM Stratified K fold

12

Stratified Sample

Precision Recall F1 Accuracy

T 0.21 0.21 0.21 0.80

Reservoir Sample

Precision Recall F1 Accuracy

T 0.21 0.21 0.21 0.80

Stratified K fold cross validation on SVM trained 
model with 10 n splits



RFC Stratified K fold

13

Stratified Sample

Precision Recall F1 Accuracy

T 0 0 0 0.95

Random Sample

Precision Recall F1 Accuracy

T 0.22 0.01 0.02 0.95

Stratified K fold cross validation on Random 
Forest trained model with 10 n splits



Class Imbalance

14



Oversampling

15

Classification Report

Precision Recall F1 Support

T 0.26 0.24 0.25 160

F 0.88 0.89 0.89 1040

Stratified K Fold Cross Validation

Precision Recall F1 Accuracy

T 0.21 0.21 0.21 0.80



Graph

16



Observations

17



Observations

● Stratified Sampling gave must better F1 Score for 
imbalanced data.

● Stratified K Fold cross validation does not fare very well 
for imbalanced data.

● Oversampling held improve F1 score and recall.
● Temperature, Humidity, Pressure and Wind have more 

impact on Fires.
● If we are presented with the predicted data of the above 

feature we can make a viable prediction.
● We need a much more data to have a better model.

18
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Introduction

source: https://docs.qgis.org/3.4/en/docs/gentle_gis_introduction/spatial_analysis_interpolation.html

https://docs.qgis.org/3.4/en/docs/gentle_gis_introduction/spatial_analysis_interpolation.html


● target at spatial applications / multidisciplinary research

○ geography, medicine, physics...

● available data points in space are scattered in nature.

○ measurement cost

● closer points in space have stronger relation.

○ nature assumption



Classification
&
Characteristics

1. Interpolation algorithm taxonomy

2. 6 characteristics





Characteristics

1. Computational Complexity

Low Computational Complexity means the proposed interpolation method is easy to implement.

2. Time Cost

The execution time of the interpolation process.

3. Accuracy

RSME (root mean square error)

4. Scalability

Good scalability represents that the stableness and accuracy of the data could be maintained with the 

increasement of the datasets.



Characteristics

5. Multidimension

The interpolation algorithms can be applied to 3 dimension or higher dimension 
data.

6. Generalization

The interpolation algorthms can be used in several area, such as geography, 
medical science, etc.



Local-Based 
Interpolation 
Algorithms

● Nearest-neighbor
● Triangulated-irregular network
● Inverse distance weighting
● Kriging

○ Ordinary kriging
○ Universal kriging
○ Cokriging
○ Semantic kriging
○ Regression kriging



● Nearest-neighbor

Assign the nearest sampled point value to the target point value.

● Triangulated-irregular network
Using vector-based data representation, the set of vertices are triangulated. Also, the vertex set has to satisfy 
the Delaunay triangle criterion, which no other vertex is located within the circumcircle of any triangles in the 
network.

● Inverse distance weighting

Use the measured values surrounding the prediction location to predict a value for any unmeasured location. 
The measured values closest to the prediction location have more influence on the predicted value than those 
farther away. IDW assumes that each measured point has a local influence that diminishes with distance. It gives 
greater weights to points closest to the prediction location, and the weights diminish as a function of distance.



Kriging - Spatial Variability

● Two components:
○ Large scale variation (trend)
○ small scale spatial autocorrelation (error)

● Z(s) = µ(s) + ε(s)

Reference: https://www.youtube.com/watch?v=AoIUcE0vvq8



Types of Kriging

● Ordinary kriging
○ Z(s) = m + ε(s)

● Universal kriging
○ Z(s) = µ(s) + ε(s)



Global-Based 
Interpolation 
Algorithms

● RBF

○ Infinitely Smooth Surface

○ Polyharmonic Spline

○ Thin Plate Spline

○ Hybrid RBFs

● Least-Square Spline



RBF- Infintely Smooth RBFs

● Ohtake, Yutaka, Alexander Belyaev, and H-P. Seidel. "3D scattered data 
approximation with adaptive compactly supported radial basis functions." 
Proceedings Shape Modeling Applications, 2004.. IEEE, 2004.

1) High quality in data reconstruction 

2) Failed in multi-dimensions



RBF- Polyharmonic Spline

● Fasshauer, Gregory E. "Solving differential equations with radial basis functions: 
multilevel methods and smoothing." Advances in computational mathematics 11.2-3 
(1999): 139-159.



RBF- Thin Plate Spline

● Franke, Richard. "Smooth interpolation of scattered data by local thin plate 
splines." Computers & mathematics with applications 8.4 (1982): 273-281.
1. Choosing A weight Function

Change the boundaries of all existing rectangles.

2. Selecting Local Approximations

the approximations interpolate the appropriate points, and that they have 
continuous first derivatives to assure a smooth interpolant



RBF- Hybrid RBFs

● Yu, L. I. U., G. U. O. Zheng, and L. I. U. Jun. "RBFs-MSA hybrid method for 
mesh deformation." Chinese Journal of Aeronautics 25.4 (2012): 500-507.
1) RBFs ------ A very simple and robust method to deform the mesh

------The memory storage limits to apply in multidimensions

2) MSA ------ Could handle the memory limitations

------ The performance depends on the background mesh

3) RBFs-MSA  ------ Suitable for unsteady flow simulation which refers to 
boundaries movement   



Least-Square Spline

➢ A way to generate a smooth surface without a huge amount of basic 

functions and coefficients. 

➢ It aims to find the best coefficients in the global area to give a spline 

approximation. 



Comparsion

1. Kriging

2. RBF

3. Local-based Algorithms & 

Global-based Algorithms









Conclusion

1. Main contributions

2. Future directions



Main contributions

● Summarize some of the most used interpolation techniques on spatial scattered data

● Make classification for the spatial interpolation algorithms

● Detailed definitions

● Make comparison for the Kriging, RBFs and local-based & global-based algorithms

Future direction:

1. Focus on low-complexity interpolation methods which still can maintain high-accuracy    

2. Make more combinations for algorithms to improve the multiple performances
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Introduction/Motivation

● Aimed towards long-range travel
○ Roadtrippers
○ Truck drivers

● Currently bothersome to look up 
weather on your route
○ individual weather look-ups
○ unsafe while driving

● What if there was a way to do this 
during routing?



Related Works

● In literature, 
○ Most of the research works

■ are done on ship trips and ocean transportation system.
■ focus on the weather routing optimization problem

● detects a optimized route depending on weather status
○ A few are done on weather routing forecast for marine systems
○ No existing work on weather routing forecast on road networks



Related Works

● In literature, 
○ Most of the research works

■ are done on ship trips and ocean transportation system.
■ focus on the weather routing optimization problem

● detects a optimized route depending on weather status
○ A few are done on weather routing forecast for marine systems
○ No existing work on weather routing forecast on road networks

● Existing applications
○ Area Road Conditions
○ Safe Travel USA
○ Highway Weather

https://www.weather.gov/dvn/road_conditions
https://www.safetravelusa.com/sd/
https://www.weatherroute.io/


System Architecture

user 
interaction

Front End



System Architecture

Shortest Path 
Algorithm

src (long, lat),
dest (long, lat)

equidistant 
intermediate 
locations on 

the path

weather forecast 
of intermediate 

locations

user 
interaction

Back End

Front End



Weather Router: Back End

● Road network
○ California state road network*
○ 21047 nodes, 21692 road segments
○ Node format: (longitude, latitude)

● Euclidean distance
○ Does not provide us the real distance

● Haversine distance (Great circle distance)
○ Distance between two points on the Earth
○ Considers the radius of Earth (~3959 miles)

*binds us to the California State only



Weather Router: Back End 

● Shortest path distance
○ Dijkstra’s algorithm
○ Equi-distant locations on the shortest path
○ Time depends on the speed limit



Weather Router: Back End 

● Shortest path distance
○ Dijkstra’s algorithm
○ Equi-distant locations on the shortest path
○ Time depends on the speed limit

● OpenWeatherMap (OWM) - Weather API
○ Provides current weather and 3-hour (5-day) 

forecasts for free
○ pyowm for API calls

■ Python wrapper for OWM
○ Weather status at multiple points on the 

shortest path

https://openweathermap.org
https://github.com/csparpa/pyowm


Weather Router: Front End 
● Google Map Service API:

○ Display customized 
Google Map

● Google Direction API :
○ Search Original and 

Destination Location
○ Efficient path between two 

locations 
○ Set up waypoints



Weather Router: Front End

● Enter departing and 
arriving addresses

● Wait a few seconds…
● Route is displayed with 

intermediate points
● Closest predicted 

weather at each point



Conclusion and Future Work

● Our web application
○ Takes source and destination locations from users
○ Detects equi-distant locations on the shortest path
○ Fetches and displays the weather forecast at these locations on Google Maps
○ Helps users to plan ideally a long trip ahead of time

● Future Work
○ Extend the back end (California) road network so that it can be applicable in the US
○ Scale app to work for mobile devices



Thank you



Questions?


