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Abstract

We propose a methodology to simplify the analysis of wireless network simulations.
Wireless simulation models are plagued by the vast parameter space found in literature;
they are described by a wide variety of parameters such as user speed, cell size, etc.
Consequently, performance metrics are not easy to interpret or compare across different
models. We discuss how to reduce this parameter space by proposing a set of metrics
that describe the network at a higher level of abstraction: our metrics depend on fewer
parameters by aggregating related parameters.

The cornerstone of our approach is the steady state utilization metric which quantifies
the inherent capacity of a network to support a particular workload. A knowledge of the
steady state utilization level of a system can help to maximize resources while minimizing
loss. We also discuss the Steady State Arrival Rate which keeps the network operating
at this steady state utilization level. Furthermore, we propose a new way to evaluate
the performance of a network using a metric - effective utilization - that captures the
utilization and the loss at the same time.

Finally, as a case study, we use our methodology to evaluate the how advance reserva-
tions affect network performance. We show how, contrary to intuition, reservations can

hurt performance, if we consider dropped calls as lost income.

*This material is based upon work supported by the National Science Foundation under Grant No. 9985195,
DARPA award N660001-00-1-8936 and Dimi matching fund DIM00-10071.



1 Introduction

The motivation for this work is the overwhelming complexity of mobile wireless network
models which makes it hard to evaluate their performance. We propose a methodology for
evaluating performance in a simple, yet effective way. The methodology introduces a new
metric which does not deal with the specifics of a system, thereby making it easy to compare
different models without having to worry about the underlying details. We also discuss a
conventional performance metric and propose an enhancement to improve its accuracy.

Network models are difficult to compare because of the differences in their implementation.
Models have a large set of parameters (e.g., speed of user, size of cell, bandwidth requirement
of user, etc.) and there are no standard values for these parameters. Thus, simulation results
from different models can be inconsistent and hard to compare. One would like to be able to
understand how different model parameters affect the results of simulations. Thus, we need a
framework that makes it easy to compare models and provides a better insight into the way
that protocols behave in different environments. Ideally, we would like as few parameters and
metrics in the model as possible.

Most research that aims for a simple or standardized model attempts to hide as many low
level details as possible. The idea of simulation abstraction has been considered in [2]. Fall
[4] suggests decreasing the number of objects in a simulation by aggregating some of them.
A standard framework for simulation has been suggested in [3]. None of them, however, are
specific to the wireless network domain.

We propose a methodology to address the above issues. Our main contributions can be

summarized as follows:

e The central idea underpinning our methodology is reducing the large number of system
parameters and metrics to a few that capture the essence of the network. In this regard,
we introduce the novel concept of Steady State Utilization, which aims to capture the

inherent capacity of a network for a given user behavior.

e Using steady state utilization, we define Steady State Arrival Rate to define the arrival

rate that will keep the system utilization at the maximum possible, without losses.

o We suggest effective utilization as a more insightful metric that will combine both the

utilization and the loss in the system.



e Using our methodology, we show how we can obtain a better insight into the effect
of bandwidth reservations on network utilization. Results show that reservations can

actually hurt performance, contrary to intuition.

The rest of the paper is as follows: In Section 2 we discuss the background. In Section 3
we discuss the main ideas of our paper, followed by an analysis of some of the ideas in Section
4. We present our simulations and the results in Section 5 followed by a case study in Section

6. We conclude in Section 7.

2 Background and Model

We simulate a cellular mobile wireless network. The geographic region is divided into hexag-
onal cells with six neighbors each. This model is often found in previous work [19, 15, 18].
A user enters the system in any cell, provided there is enough bandwidth available. If a user
attempts to enter the system, but cannot do so, due to lack of available bandwidth, it is said
to be blocked. Once it is in the system, it spends some time in each cell which is called the
cell latency !. The user keeps moving from one cell to another (neighboring cell) provided it
finds the required bandwidth in the next cell. If it is not able to move to the next cell, it is
dropped. Each cell has a base station which is responsible for keeping track of the bandwidth
usage.

Most mobile wireless network simulation models are quite difficult to evaluate. Even when
they can be evaluated, it may still be difficult to compare them against each other. This is
due to the large number of parameters that these models consider. This problem has been
recognized in general simulation. The solution proposed is to reduce as many parameters as
possible and hide low level details. The idea of simulation abstraction has been considered in
[2]. They try to abstract unnecessary details from a simulation. Fall [4] suggests decreasing
the number of objects in a simulation by aggregating some of them. A standard framework
for simulation has been suggested in [3].

The above mentioned abstraction concept and the object aggregation method have been
applied to general simulations. We were not able to find a practical application of these

concepts to the specific case of cellular wireless networks. The standard framework as sug-

!Cell latency is also referred to as cell dwell time in literature



gested by Bajaj [3] shares our same objectives. They assume that everyone is going to use
the same framework, but we believe that this is not always feasible to assume. Therefore,
having parameters that hide the system-specific details is important.

We also consider the problem of measuring network utilization. Previous work considers
utilization and loss separately [6, 7, 8, 9]. This is often misleading. For example, consider
two networks: One of them claims to have 90% utilization with a 5% loss rate and the other
has 85% utilization with a 3% loss rate. Also assume that 10% of the dropped users were
in the process of downloading files that accounted for 3% and 7% of the total bandwidth in
the respective networks. (This bandwidth can be considered to be wasted since the files will
need to be downloaded again.) It is hard to determine which is the better network on the
basis of these figures alone. The main reasons for this difficulty are because utilization and
loss are being considered separately and also because utilization does not take into account

the wasted bandwidth.

3 Main Ideas

As discussed in the previous section, the main problem with existing network simulation
models is the large parameter space. This makes it hard to evaluate the system performance
or to compare different systems. The need for a framework that reduces the number of
parameters while still retaining the essential elements of the model is apparent. In this
section, we discuss some of our parameters and metrics that provide a first attempt in this

direction.

3.1 Parameters

Steady State Utilization

Steady State Utilization is a parameter that gives us an insight into the load a system can
support without losses. We start with a fully loaded system (maximum number of users in
each cell) and let the users move around in the system. Users are permanent; they do not
leave unless they get dropped. In the beginning, as they move, some of them find themselves
in cells that are too crowded and hence get dropped. Initially, the drop rate is significant.

Gradually, this rate slows down until we reach a point where it is practically zero. We call



the utilization at this point the steady state utilization of the system. Thus, we define steady
state utilization as the maximum sustainable utilization of the system with permanent users
and zero arrivals. The steady state utilization of a system depends on the type of load, i.e.,
the cell latency of the users, the bandwidth required by the users, etc. The results of our
experiments, as presented later, suggest that a network can be optimally utilized only if it is

operating at this steady state utilization level.

Steady State Arrival Rate (SSAR)

The Steady State Arrival Rate is the arrival rate needed to keep the system functioning at
its steady state utilization level. This is required because Steady State Utilization, as defined
above, assumes that all users are permanent, whereas in real life they have call durations.
This implies that they would terminate after some time. To keep the system functioning at
the steady state utilization level, this would require more users to arrive. This arrival rate is
called the Steady State Arrival Rate. As long as the users arrive at this rate, the system will
stay at its steady state utilization level.

The SSAR is given by:

MazU
SSAR = Util sy * w 1)

where Utilgg, is the steady state utilization of the system, MaxUsers is the maximum
number of users that the system can support (i.e. its capacity), and T is the average call

duration. We will discuss the derivation of this formula in the next section.

Relative Arrival Rate (RAR)
The arrival rate of a system with respect to the Steady State Arrival Rate is called the Rel-
ative Arrival Rate. RAR is equal to 1 at the Steady State Arrival Rate. It is useful when

comparing systems (as we will show in later in our experiments).

Cell-User-Bandwidth Ratio

We would like to be able to specify how many users can be accommodated by a cell on an
average. This is given by the Cell-User-Bandwidth Ratio. This ratio is simply the cell band-
width divided by the user bandwidth.



3.2 Metrics

Observed Utilization

One of the common metrics used for evaluating system performance is observed utilization.
This utilization can be considered in terms of bandwidth used in the system or the number
of users in the system. We will define observed utilization as the percentage of bandwidth
used in the system. Observed Utilization does not take into account the loss; usually, this is

specified as a separate metric.

Wasted Utilization

Observed Utilization, as we saw does not include the loss. So, we need a metric that will
quantify the utilization wasted due to loss. This is called the Wasted Utilization. Often, a
user has to be dropped in the middle of a call. The negative consequences of such an action
can vary depending upon the type of the user and the activity that it was performing at that
time. For instance, if a user is dropped in the middle of sending an email, the bandwidth
wasted is not too high. On the other hand, if a user is dropped in the middle of transferring a
huge file, then the bandwidth wasted can be substantial. This wastage is termed the wasted
utilization. Wasted utilization has a direct impact on the utilization of the system because

now we have to consider what fraction of the utilized bandwidth is being effectively used.

Effective Utilization

Effective Utilization tries to incorporate utilization and loss. As mentioned above, even
though the system seems to be getting utilized at a certain level, depending upon the wasted
bandwidth, the actual utilization (which accounts for the successfully used bandwidth only)
is less than the observed utilization. We call this the effective utilization. We show how using
effective utilization instead of the conventional network utilization can significantly affect our
performance analysis. Effective utilization is not entirely a new concept; it is analogous to

good throughput or goodput often found in literature [17].



3.3 Simulation Abstraction

We now try to abstract some of the common simulation parameters and metrics using our

newly defined ones. Figure 1 shows some of this abstraction.

OLD PARAMETER SPACE NEW PARAMETER SPACE

CELL DIAMETER

SPEED OF USER CELL LATENCY

MOBILITY PATTERN

ARRIVAL RATE RELATIVE ARRIVAL RATE

| USER BANDWIDTH

CELL-USER-
BANDWIDTH RATIO

1 CELL BANDWIDTH

NETWORK CAPACITY STEADY STATE
UTILIZATION

1 §

Figure 1: Reduction of parameter space

The left column shows some of the parameters and metrics that are usually considered
in performance evaluation. The right column shows our equivalent parameters and metrics.
For instance, cell latency accounts for the time spent by a user in a cell which is determined
by the diameter of the cell, the speed of the user, and the mobility pattern of the user. Our
steady state utilization concept subsumes both the cell capacity and the network capacity. It
also gives us the Steady State Arrival Rate which in turn accounts for the arrival rate and
the bandwidth requirements of the arriving users.

Thus, we can see that it becomes easier to evaluate performance by using the above

parameters and metrics which try to hide details.

4 Analysis

In this section we analyze steady state utilization and Steady State Arrival Rate in greater

detail using operational laws. Table 1 shows the notation used in our derivations. We derive



Nysers Number of users in the system

Nyrrivals Number of users that arrived in the system

loss Percentage of arrivals that were lost due to blocks or drops

MazUsers Maximum number of users that the system can support

Util Utilization
Utilggy, Steady State Utilization
A Arrival Rate
SSAR Steady State Arrival Rate
T Time

Table 1: Notations

expressions for steady state utilization and Steady State Arrival Rate, and establish a relation

between the two.

4.1 Steady State Arrival Rate

Let the users be homogenous in terms of bandwidth requirements. Assume that the call
duration of a user on an average is T'. If we observe a system with arrival rate A for time 7',

the number of users that arrived in the system can be given by:
Norrivats = A* T (2)

Some of these users that arrive are lost due to blocks and drops. Assuming that loss is
the fraction of users lost, the number of users that exist in the system can now be expressed

as:
Nuysers = (1 —loss) x AT (3)
Dividing both sides of (3) by the maximum number of users, MazU sers, we get:

_Nusers  _ (4 _ josg) 5 2L
MazxzUsers MazUsers

The left side of (4) is the system utilization:

AxT

til=(1-1 _—
Uti ( 055) * MazxUsers



Solving for A, we get:
Util MazUsers

= *
1—loss T

A (6)

When the system is operating at its steady state utilization, loss is zero. Substituting this
in (6) we find the arrival rate corresponding to steady state utilization, which we defined as

Steady State Arrival Rate (SSAR):

M
SSAR = Util,,, + % (7)

Remember that steady state utilization was defined based on the assumption that there
were no new arrivals or departures in the system. Now, if we assume that there are depar-
tures, we will need arrivals to offset them and keep the system operating at the steady state

utilization. This arrival rate is the SSAR.

5 Experimental Results

We assume a wireless cellular network with homogeneous cells. The users are homogeneous
with the same bandwidth requirement and same mean value of cell latency. For changing the
cell capacity (in terms of number of users), we change the ratio of the cell bandwidth to the
user bandwidth. We perform the experiments with a network of 18 cells, with each cell having
six neighboring cells. The simulation programs are written in the C version of CSIM. First,
we wanted to consider how different parameters affect the steady state utilization. Second,

we wanted to see what the Steady State Arrival Rate means and how we could use it.

5.1 Parameters That Affect Steady State Utilization

First, we conduct some experiments to see the the effect of changing the Cell-User-Bandwidth
ratio on the steady state utilization. Then, we experimented to study the effect of cell latency

on steady state utilization.

The effect of Cell-User-Bandwidh ratio on steady state utilization:
In Figure 2(a), we show three plots. The lowest plot corresponds to the case where we have
a single class of users and the Cell-User-Bandwidth ratio is 20. As seen, the steady state

utilization level is about 37%. The topmost plot is for the case where we increase this ratio to
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Figure 2: The change in the steady state utilization with a change in the cell capacity, the

number of classes, and cell latency.

100. This leads to an increase in the steady state utilization to about 65%. Thus, the graph
seems to indicate that the steady state utilization is more when users have smaller bandwidth
requirements. This is because if a higher bandwidth user is dropped, it will affect the effective
utilization more. For the extreme case, consider a network with two cells and one user in
each cell with each occupying 80% of the cell bandwidth. In this case, as soon as they try to
move, one of them will be dropped, and immediately the utilization drops drastically. Thus,
the experiments suggest that finer granularity of user bandwidth makes the system
operate smoother with fewer losses.

Next, we consider two classes of users. The Cell-User-Bandwidth ratio of one class is 100,
and that of the other class is 500. The users are equally divided into the two classes. The
result is seen in the middle plot in Figure 2(a), where the steady state utilization is now about
43%. This plot is meant to illustrate the idea of simulation abstraction. If we consider users

in terms of bandwidth usage only, we do not have to worry about the classes of users.

10



The effect of cell latency on steady state utilization:

Here, we consider the effect of cell latency on the steady state utilization level. The first task
was to find the steady state utilization of a given network. Figure 2(b) show the case for two
different mean values of cell latency - 50 and 500 seconds. As seen in Figure 2(b), when the
mean cell latency is 50 seconds, the steady state utilization is about 64%, and when the mean
cell latency mean is 500 seconds, the steady state utilization is about 70%. Intuitively, ss
the cell latency increases, there would be fewer drops and blocks, and hence the steady state
utilization should increase. Indeed, consider the extreme case where cell latency is close to
infinity. The users are more or less stationary and the steady state utilization will be close to

100%.

5.2 What Steady State Arrival Rate means

Once the steady state utilization is determined, we incorporate departures in the system. This
is done by specifying the call duration. Then, we calculate the arrival rate corresponding to
the steady state utilization. This is the SSAR as defined earlier. When Relative Arrival
Rate(RAR) equals 1, we have the SSAR and utilization is the steady state utilization. We
varied the RAR, thereby subjecting the system to different loads corresponding to different
values of the arrival rates. We consider loads for 0.5, 0.8, 1.0, 1.2, 1.5, 2.0, 2.5, and 3.0 times
the SSAR for both values of mean cell latency - 50 and 500 seconds.

Figures 3(a) and 3(b) show the comparison between the observed utilization and the
effective utilization when the arrival rate is varied. We see that if RAR is below 1, there is no
wasted bandwidth. However, the utilization is below the steady state utilization. Thus, even
though we are not experiencing any loss, we are not taking full advantage of the available
resources.

This is true until RAR =1 (i.e., A = SSAR) at which point the loss starts setting in. As
RAR increases beyond 1, the effective utilization starts dropping and the loss due to the drops
also increases. Thus, we see that for RAR = 1, we have the maximum effective utilization
without loss. In other words, the maximum load rate that the system can support without
loss is the SSAR. This suggests that we should operate a network only at a level which is
near the SSAR. If we try to go beyond this SSAR, we are bound to incur more loss and
wasted bandwidth.

11
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Figure 3: Observed and effective utilization vs. relative arrival rate

5.3 Using Our Methodology

It is straightforward to find the steady state utilization of any network. Once we have this,
we can find the Steady State Arrival Rate (SSAR). Next, we can vary the Relative Arrival
Rate (RAR) and see how the effective utilization is affected. So, given a network and its load
characteristics, one can say whether it is being underutilized or overutilized. Moreover, one
can also determine what the arrival rate should be in order to achieve achieve steady state
utilization.

The methodology can also be applied to the comparison of two different networks. For
instance, consider two networks with different characterstics and a protocol that needs to be
evaluated on both. Assume that network A has a steady state utilization of 80% and an
effective utilization of 73%. Network B has a steady state utilization of 78% and an effective
utilization of 76%. We can say that network A is not being as efficiently utilized as network
B.

We should mention that we have tried to keep things simple. In this initial study, we

wanted to highlight the use of our approach. Indeed, there are other parameters that affect the

12



performance, such as different classes of users, variable cell latencies, variable call durations,
etc. We assume that all users are homogeneous in terms of bandwidth. However, as we
showed in our results, even if we have multiple classes of users, it is possible to find the steady
state utilization and then use it for comparison purposes. Another assumption is that the
mean value of the cell latency is the same for all users. We plan to experiment with changing
this in the future. For this study, we have kept our simulation as simple as possible so that

we could illustrate our main points.

6 Evaluating the Performance of Advance Reservations

In this section, we apply the steady state utilization metric to a specific problem - to study the
benefits of advance reservations in wireless networks. Reservations have been studied as a way
of improving the quality of service ([14], [18], [15]). In brief, the idea is to make reservations
in some of the neighboring cells that a user is likely to move into ahead of time. Statistical
data like a mobility profile ([14], [11]) have been proposed to make the advance reservations
as accurate as possible. We study how reservations impact the effective utilization.

We assume a cellular mobile wireless network for the simulation. For simplicity we assume
that all users have the same bandwidth requirements and the same cell latency. The mean
cell latency is 50 seconds. Each cell can support up to a maximum of 100 users.

For reservations, the next cell has to be predicted in advance, before the user moves into
it. We consider two cases. First, we assume we are always able to predict correctly the next
cell that the user will move into; this is called perfect reservation. Here, we need to reserve
only one cell for each user. Of course, perfect reservation is an ideal scenario but it provides
us with a good benchmark. Second, we make reservations in two cells. We call this a 2-cell
reservation scheme. This is less idealistic and more realistic. Note that the number of cells

reserved is a factor of the accuracy of the statistical data and the user behaviour [20].

6.1 Calculating the Steady State Arrival Rate

For optimal performance, the system load should be less than the Steady State
Arrival Rate. First, we find the steady state utilization of the system with perfect reser-

vation and the corresponding arrival rate, SSAR. At this load, we have no drops. Then we

13
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Figure 4: Variation of utilization with the arrival rate

subject the system to different values of the arrival rate, A\. Figure 4 shows the case when the
arrival rate A is varied from 0.5x SSAR to 7.0%* SSAR. The x-axis is the arrival rate and the
y-axis is the percentage utilization of the total bandwidth of the system. The graph shows
that the observed utilization increases with the load A until it reaches the 50% utilization
level. Intuitively, this can be explained by the fact that in perfect reservation, each user
occupies a slot in two cells each - one in which it is currently residing, and the other in which
it has made the reservation.

On the other hand, when we go beyond the SSAR, the effective utilization decreases as
the load increases. This is because as we start having more users in the system, it becomes

more likely that too many users might find themselves in a cell with insufficient bandwidth,

and some of them will get dropped.

6.2 Using effective utilization and Steady State Arrival Rate to Study

Reservations

Reservations hurt the performance of the network. Reservations reduce the utilization
of the system without offering any substantial advantage. Figure 5 shows a comparison
between reservation and no reservation. The x-axis is the arrival rate and the y-axis is the
effective utilization as a percentage of the total bandwidth of the system. Under low and

medium loads, no reservation is better than having reservations, even if they are perfect. Not
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having perfect reservations only degrades the performance further. The 2-cell reservation
scheme exhibits much lower effective utilization as compared to no reservations.

A point to be noted is that eventually, perfect reservation does start outperforming no
reservation, but this is only when the load gets high (beyond 4 * SSAR.) However, at high
loads, the effective utilization starts decreasing due to more drops (Figure 4). This implies
that for good performance, reservations do not seem to help.
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Figure 5: Effective utilization with and without reservation

Thus, our results indicate that a system might actually perform better without reservation.
Nevertheless, we should mention here that these are preliminary results. Our results are based
on our assumption that dropped calls do waste bandwidth. We plan to do more exhaustive

experiments before we can state this conclusively.

7 Conclusions

We proposed a performance evaluation methodology for wireless network simulation models.
Our methodology reduces the number of parameters and introduces new metrics that facilitate
the easier evaluation and comparison of system performance across different models.

We introduced the novel concept of steady state utilization which captures the inherent
capacity of a network for a given workload. Using steady state utilization, we defined Steady

State Arrival Rate as the arrival rate that will keep the system utilization at the maximum
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possible level, without losses. Moreover, we proposed effective utilization as a more insightful
metric that combines both the utilization and the loss in the system.

Using our methodology, we show how we can obtain a better insight about the effect of
reservations on network utilization. Results show that despite common belief, reservations
can actually hurt performance.

We plan to do more experiments that help us understand the concept of steady state
utilization thoroughly. We intend to experiment varying the other parameters that we men-
tioned, such as cell latencies, call durations, multiple classes of users, etc. The idea of having
no reservation is quite intriguing; however, there is a lot of work to be done in this direction

before we have solid conclusions.
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