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Abstract - An unwritten principle of the Internet Protocol is
that the IP address of a node also serves as its identifier. We
observe that many scalability problems result from this prin-
ciple, especially when we consider mobile networks. In this
work, we examine how we would design a network with a
separation between address and identity. We develop Peer-
Net, a peer-to-peer-based network layer for large networks.
PeerNet is not an overlay on top of IP, it is an alternative to
the IP layer. In PeerNet, the address reflects the node’s cur-
rent location in the network. This simplifies routing signifi-
cantly but creates two new challenges: the need for consis-
tent address allocation and an efficient node lookup service.
We develop fully distributed solutions to address these and
other issues using a per-node state ofO(log N), where N is
the number of nodes in the network.

PeerNet is a radically different alternative to current net-
work layers, and our initial design suggests that the PeerNet
approach is promising and worth further examination.

1 Introduction

How would we design a network layer with mobile
nodes and peer-to-peer interactions in mind? This
question would have seemed like a theoretical exer-
cise a few years back, but it has become legitimate,
if not necessary, with the current technological trends
and commercial initiatives. In fact, we observe an
overwhelming popular and commercial interest in mo-
bile wireless connectivity [1, 7], consumer owned net-
works [3, 2, 4] and mesh networking [5, 6]. A vision
that we share with [12] involves pockets of peer-to-
peer wireless connectivity interconnected with tradi-
tional wired lines. Implementing such a vision intro-
duces new networking requirements, and we may need
a novel network architecture. Here, we focus on the
network layer of such a future architecture.

Although the Internet Protocol (IP) has been a spec-
tacular success, this should not prevent us from as-
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sessing its suitability for the networks of the future.
Most of the above initiatives seem to rely on the Inter-
net Protocol. An implicit principle of this protocol is
that the IP address of a node is tightly coupled with
its identity. This has worked well so far, since the
Internet supports mostly stationary nodes with wire-
line links and well defined consumer-provider rela-
tionships. However, theaddress as identifierparadigm
may encounter problems in highly mobile networks.
We have already seen mobility and scalability push
IP to its limits. While it is possible to satisfy most
new requirements with patches such as NAT, DHCP
Mobile IP, the end result is seldom elegant and often
plagued by new problems. One striking example of the
above paradigm failing is the fact that a TCP session
will break if one of the end points changes its address.
This is an important issue as networks are becoming
increasingly mobile.

The overarching question is how we would design
the network layer for future networks if we were to
start from scratch. Our target environment is very
large potentially wireless and mobile networks. There-
fore, we want an agile, plug and play, fault-tolerant,
and scalable networking layer. A source of inspira-
tion is application layer peer-to-peer networking, an
area that has seen tremendous advancements recently.
Therefore, we pose the question: what can we gain
by bringing the peer-to-peer concept from the applica-
tion layer down to the networking layer? We develop a
set of guidelines that seems to satisfy our networking
vision. We want the new network layer to:a) mini-
mize the need for manual configuration, b) avoid cen-
tralized solutions and node specialization in favor of
distributed and peer-to-peer solutions, and c) localize
control overhead.

In this paper, we present PeerNet, a network layer
with integrated support for routing between peers.
PeerNet makes an explicit distinction between node
identity and address. The address of a node reflects
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its current location in the network at all times. This
simplifies routing but introduces two new challenges.
First, we need a node lookup service that will pro-
vide the address for a given a node identifier. Second,
PeerNet needs to maintain addresses dynamically: as
a node moves, its address changes to reflect the new
location. Our initial design suggests that PeerNet is
feasible and potentially fundamental component of our
vision for future networks.

Our work in perspective. PeerNet is a radically
new architecture that brings peer-to-peer concepts to
the network layer. Although the design presented here
is not complete, it provides the backbone and several
non-trivial algorithmic solutions. In our upcoming im-
plementation, we expect to complete and finetune our
design. Furthermore, we expect this work to provoke a
constructive reevaluation of current networking archi-
tectures.

Related work. Area Routing [11] and Landmark
routing [16] are classical papers on hierarchical rout-
ing. LANMAR [13] and L+ [9] are modern extensions
of Landmark routing, whereas PeerNet to our knowl-
edge is the first protocol for dynamic networks with
similarity to Area Routing. For a survey of ad hoc rout-
ing, see [10], and for a survey of distributed hash ta-
bles, see [14]. Recently, several efforts such as [15, 8]
address some of the same issues as PeerNet but do so
by adding functionality to the existing IP infrastruc-
ture.

2 Operations Overview

The key idea in PeerNet is the separation of theiden-
tity and theaddressof a node. For now, we can as-
sume that each PeerNet node has one unique identifier
and one unique address. The address is dynamic and
changes with node movement to reflect the node’s lo-
cation in the network. The ID of the node remains
the same throughout, reliably identifying the node de-
spite address changes. An integrated distributed node
lookup service maps identifiers to addresses.

Joining the network. To join a PeerNet network,
a node establishes a physical connection to at least
one node already in the network and requests an ad-
dress. The receiving node(s) answer(s) with an avail-
able address. The joining node then “registers” its
identifier together with the address in the distributed
node lookup service. As a node moves, it requests and
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Figure 1:A 3-level area network. Level-0 areas are sin-
gle nodes and Level-n areas consist of up to two Level-
(n− 1) areas.

receives new addresses from its new neighbors. On
each address change, the node updates its entry in the
lookup service.

Packet routing. The sender node only needs to
know the identifier of the receiver. Before sending
its first packet to some destination, the sender looks
up the current address of the destination node using
the lookup service. PeerNet packets contain both the
identifier of the destination and the last known address
and routing is done in a Distance Vector fashion1, one
hop at a time. If the destination cannot be reached, the
lookup table is consulted along the way to find the new
address of the destination.

3 The PeerNet Network Layer

PeerNet targets networks consisting of a large number
of mobile and stationary nodes, connected by bidirec-
tional links using any current MAC technology.

Node addresses are dynamically assigned depend-
ing on the node’s current position in the network.
More specifically, the addresses are organized as
leaves of a binary tree. We call this theaddress tree.
By selecting node addresses carefully, we guarantee
that nodes within a subtree are able to communicate
using only nodes inside that subtree. We will also use
the termarea, which we define as follows:

Area: An area is a set of network nodes such that
for every pair of nodes in the area, there exists a path
between them that consists only of nodes in the area.

A subtree of the address tree is an area, and we will
use these terms interchangeably2.

1Note this is not regular Distance Vector routing. Routing
entries point to predetermined positions in a virtual hierarchy of
nodes, thereby reducing the size of the routing table toO(logN).

2Not all areas correspond to an address subtree, but we are not
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Figure 2:3-bit address space as a binary tree. Physical
nodes exist only at the leaf level.

As shown in figure 1, a Level-0 area is a single net-
work node. A Level-n area is recursively defined as
consisting of two connected Level-(n− 1) areas. The
following is crucial to all PeerNet operations:

PeerNet Area Invariant: All nodes belong to a
nested sequence of areas, one area of each level. All
nodes within an area share a unique address prefix.

In figure 1, each node belongs to a Level-0, 1 and 2
area respectively, with the Level-0 area being the node
itself. In a PeerNet with addresses consisting ofl bits,
there would bel corresponding area levels. To main-
tain the area invariant, a node that violates the invariant
resigns from the network and request a new address
from a neighboring node.

The PeerNet network layer consists of three major
parts. First,address allocationmaintains one address
per node, in compliance with the area invariant. Sec-
ond, routing disseminates enough information about
the global state of the network and uses this informa-
tion to efficiently deliver packets to their destination.
Third, node lookupis a distributed network service
mapping a node identifier to its current network ad-
dress. We describe these areas in more detail below.

Finally, there are several issues that the current pa-
per has not attempted to address. Security is one such
issue which we are currently examining, other issues
include the performance effects of network partition-
ing and merging.

3.1 Address Allocation

PeerNet assigns addresses to nodes dynamically, so
that the PeerNet area invariant is preserved. For
increased efficiency and stability, address allocation
must result in a well balanced address tree and nodes
within an area should be well connected.

A PeerNet address consists ofl bits. These bits de-
scribe a position in a correspondingl level binary ad-
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Figure 3: Address tree for a small network topology.
The numbers 1-3 show the order in which nodes were
added to the network.

dress tree. Figure 2 illustrates the idea forl = 3. All
physical nodes reside at the leaf level, and hold com-
pletel-bit addresses.

To join a network, a new node requests an avail-
able address from an existing PeerNet node. Finding
an available address can be implemented in different
ways, attempting to balance two somewhat conflicting
factors. On the one hand, we want the address alloca-
tion to be based on local information. This way, we
can improve the scalability of the network and min-
imize the necessary control overhead. On the other
hand, we would like to utilize the address space effi-
ciently. We present our framework to strike the bal-
ance in this trade-off. Our solution hides several sub-
tleties; we only provide a high level overview here.

Obtaining an address. We develop a protocol hat
enables nodes to allocate addresses in a local and con-
flict free fashion. At any given time, each node ”man-
ages” a range of addresses including its own address.
Every time a new node requests an address, the re-
sponding node splits itsaddress rangein half, and del-
egates control of the upper half to the new node. The
address of the new node is set to be the lowest address
within the delegated range. In this manner, nodes are
evenly distributed throughout the address space.

Figure 3 illustrates this procedure for 3-bit ad-
dresses. Node A starts out alone and has address 000.
Furthermore, it controls the entire 3-bit address space.
When node B joins the network, it is assigned the ad-
dress 100. At this time Node A can no longer assign
addresses that begin with ’1’. Similarly when C joins
the network by connecting to B, it gets assigned ad-
dress 110 and Node B is then precluded from assign-
ing the address 111. Finally, when D joins via A, it
gets assigned address 010.

The characteristics of the address allocation can
have a major impact on the performance of the net-
work. For example, if an available address can not be
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found, the request is refused. However, with a large
enough address space and with efficient address tree
maintanance, this is unlikely to happen. Two issues
are critical for the address tree: a) we want to keep
the address tree balanced, and b) we want to maximize
the connectivity within an area. These two objectives
may at times be conflicting, and we are currently eval-
uating techniques to find a good balance between tree
balancing and inter-area connectivity.

Address tree balancing.We need a way to balance
the tree while maintaining the PeerNet area invariant.
If a particular area becomes congested, using up all
locally available address space, new nodes that try to
obtain an address may be unable to do so. Thus, in
order to alleviate cases of local congestion in the tree,
we would like nodes to proactively migrate in the tree
in order to balance it. Migrating in this case, means
simply to select a new address; without affecting con-
nectivity and within the constraints of the area invari-
ant.

Maximizing the intra-area connectivity. We want
to select addresses in such a way that nodes within
an area are well connected by physical links. This
improves the routing performance and tolerance to
link failures, and is especially desirable in mobile net-
works.

3.2 Routing

Intuitively, PeerNet routing can be seen as recursive
procedure descending through the address tree. At
each level, we decide through which of the two avail-

able subtrees to descend3, starting from the top (the
most significant bit). At the physical level, a packet
is routed one level at a time. When the packet has
reached any node in the correct subtree on one level,
the packet is routed to the nested lower level subtree,
that contains the destination node. Given the PeerNet
area invariant, every step takes us closer to the desti-
nation in both the network topology and along the ad-
dress tree. Using a distance vector approach, the Peer-
Net routing table of each node requires onlyl = log N
entries, that is, one entry per level in the address tree.

Let us revisit the address tree (figure 2) in order to
understand some subtleties of PeerNet routing. For ad-
dresses ofl = 3 bits, the entire address space can be
represented byxxx, wherex ∈ {0, 1}. The most sig-
nificant bit divides the address space in two subtrees,
0xx and1xx. We refer to these as Level-2 subtrees.
Similarly, the second bit divides the left Level-2 sub-
tree, into the two Level-1 subtrees 00x and 01x. We
refer to such pairs of trees assiblings. Furthermore,
we define ak-sibling of a node to mean the sibling
subtree of the Level-k subtree to which the node be-
longs. In figure 2, 1xx is the Level-2 sibling of 010,
whereas 00x is the Level-1 sibling of 010.

To route a packet, a PeerNet node will compare the
destination address with its own address. If the most
significant bit differs in the two addresses, then the
destination is in the ”other half” of the address space,
the (l − 1)-level sibling subtree. In general, a node
compares its own address and that of the destination
one bit at a time, starting with the most significant bit.
If it finds a bit that differs, say theith bit, it will for-
ward the packet towards thei-sibling. Eventually, all
the bits will be identical, at which point the destination
is reached.

The routing table. Every node maintains a rout-
ing table that hasl entries. Thekth entry in this table
contains the next hop to thek-sibling subtree.

As an example, let us assume that node S[101],
where 101 is the address of the node S, wants to route
a message to D[001] in figure 4. Given the difference
in the most significant (Level-2) bit , S[101] forwards
the packet to A[100], as indicated by S[101]’s Level-
2 routing table entry. Similarly, A[100] looks at the

3Although this is an intuitively appealing statement, we have to
keep in mind that the address tree is not an actual network. In fact,
only the leafs of the tree correspond to actual nodes. The internal
nodes of the tree do not correspond to actual nodes.
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most significant (Level-2) bit and forwards the mes-
sage to node B[010], which is inside the Level-2 area
0xx. B[010] and the packet destination D[001] have
the same Level-2 bit which means that the message
is in the correct Level-2 area. Node B[010] looks at
the next (Level-1) bit of the address, and forwards the
message according to the Level-1 routing entry, which
points to D[001]. Once there, D[001] looks at the third
(Level-0) bit and realizes that it is the recipient.

PeerNet uses a distance vector approach in updat-
ing its routing tables. Although link state routing is
also an option, we choose distance vector for its low
overhead, low computational cost per router, and ease
of implementation. PeerNet can be made cycle free
with little overhead, thanks to the area invariant. It
can be shown that cycle-free PeerNet routing requires
O(l) = O(logN) per-node state, but we will omit the
details due to space constraints.

3.3 Node Lookup

Since the ID of a node is not its address, PeerNet pro-
vides a distributed node lookup service for looking up
an address given an identifier. Intuitively, each iden-
tifier is mapped though some function to a single ad-
dress and the node that currently controls that address
is required to store the mapping. Let us initially as-
sume that an identifier is anm-bit numberm ≥ l that
uniquely identifies a node. In contrast, an address is an
l-bit number that determines a position in the network
topology. We call the pair(identifier, address) a
lookup entry.

Mapping entries to nodes. In the basic case,
each lookup entry is globally mapped onto a single
node. This node is responsible for storing the en-
try and responding to requests for that entry. In our
current design, the node is chosen so that its ad-
dress minimizes the integer value of the expression
nodeAddress XOR identifier4. We call this the
xor-distance criterion. Finding the minimumxor-
distancenode for an identifier is a process similar to
packet routing, where an update is routed towards the
identifier rather than a particular address. We observe
that the cost of performing this mapping is the same as
that of regular packet routing, but omit further details
due to space constraints.

4Sincem ≥ l the expression is applied only to thel most sig-
nificant bits of m.

Challenges due to node movement. Moving nodes
present two challenges to the lookup service. First,
node movement leads to address change which means
lookup entries have to be updated. Second, when the
address of a node changes, it is likely that some of its
lookup entries need to be moved to a new node accord-
ing to thexor-distance criterion. The area invariant
guarantees that the new node will be in the vicinity of
the moving node, so the second issue is a minor one.

If we were to simply usexor-distancemapping
without modification, any locality in the communica-
tion patterns would be lost. An example of this is node
X looking up the address of node Y, which happens
to be just a few hops away. Y’s lookup entry could
potentially be mapped to a very distant node, forcing
X to perform a long-distance lookup to set up short-
distance communication with Y. Similarly, nodes that
change address would occasionally have to send their
updates long distances, which may be too expensive in
very mobile scenarios. We will now briefly describe
how to address these problems.

Solution A: Preserving locality of lookups. In-
stead of storing the entry in a single location in the net-
work, we store it in multiple locations. These locations
are chosen so that a lookup initiated in the vicinity of
the desired node will find a locally stored entry instead
of sending a query across the whole network. More
specifically, the extra entries are stored in nodes that
satisfy minimum xor-distancewith 1 or more of the
most significant bits removed from both address and
identifier. Our improved locality preserving lookup
starts with a very local scope and iteratively tries larger
and larger subtrees until the entry is located.

Solution B: Creating locality of updates. We ob-
serve that a moving node is likely to change its lower
order bits more frequently than the higher order bits.
We can use this to reduce the cost of updating the en-
tries of moving nodes. Instead of storing the whole
address in the abovementioned locations, local nodes
keep the less significant bits of the address, while more
remote nodes store the more significant bits of the tar-
get address. This way, non-local nodes will need less
frequent updates.

The lookup process is further modified so that once
the more significant bits of the address have been lo-
cated, the query is forwarded to that area. Once in
the local area, additional less significant parts of the
address can be located. We are currently studying the
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tradeoff between additional lookup steps and increased
locality of communication.

Identifiers as communication abstractions.By al-
lowing identifiers to map to more than one address,
we can efficiently implementmulticast andanycastin
PeerNet. In doing that, we extend the role of the iden-
tifier from that of uniquely identifying a node, to that
of uniquely identifying a nodeor a group of nodes. A
node would subscribe to a multicast group by adding
a mapping between the multicast group identifier and
its current address. Similarly, anycast can be imple-
mented by mapping a single service identifier to a set
of service providing nodes. A local lookup of the any-
cast identifier would then return the closest node pro-
viding the requested service.

3.4 Implementation and Deployment

In our ongoing implementation, we have decided to
use addresses of sizel = 128, which is the size of the
IPv6 address. As a result, the corresponding routing
table size is 128 entries. For maximum portability, we
are developing the kernel code in C, and expect to re-
lease kernel modules for Darwin/MacOS X and Linux
initially.

Leveraging the existing infrastructure. PeerNet
does not need the support of a wireline infrastructure,
but we want to be able to leverage any available infras-
tructure. We envision tunneling through the Internet to
interconnect disconnected PeerNet networks initially
and when available. In addition, we want to develop
protocols and tools to facilitate the communication be-
tween PeerNet and Internet nodes. We also want to
enable TCP/IP emulation for IP-only software, which
we may want to run on PeerNet nodes.

4 Conclusion

We present PeerNet, a radically different network
layer. Recent trends in wireless technology, popu-
lar demand, and commercial interest impose new re-
quirements on networks. This has prompted us to re-
evaluate the role of IP in future networks. We envision
dynamic networks with pockets of peer-to-peer wire-
less connectivity interconnected with traditional wired
lines.

There are two fundamental and complementary
novelties in PeerNet. First, there is a distinction be-

tween the identity and address of a node. This dis-
tinction enables us to handle mobility in a novel way,
improving the scalability of the system. Specifically,
the effect of node mobility is confined to the neighbor-
hood of a moving node in most cases. Second, Peer-
Net supports peer-to-peer routing at the network layer.
Critical functions like address allocation and routing
are addressed in a distributed and cooperative fashion
using a per node state ofO(log N). In addition, Peer-
Net requires no manual configuration, and is fully dis-
tributed.

To summarize, PeerNet is a promising new network
layer with the potential to scale to very large dynamic
networks. In our ongoing implementation, we will val-
idate and refine the ideas presented here.
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