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Abstract

In wireless cellular networks, a roaming mobile station (MS) is expected to move from one cell to another. In order to
ensure that ongoing calls are not dropped while the owner mobile stations roam among cells, handoff calls may be admit-
ted with a higher priority than newly generated calls. Predictive channel reservation (or pre-reservation) schemes allow the
reservation of a channel for an ongoing call in an adjacent cell before its owner MS moves into that cell, so that the call is
sustained when the MS moves into the adjacent cell. Pre-reservations are made when the MS is within some distance of the
new cell boundary. This distance determines the area in which the MS can make channel reservations. In this paper, we
study the effect of the pre-reservation area size on handoff performance in wireless cellular networks. Our studies show that
if the reserved channels are strictly mapped to the MSs that made the corresponding reservations, as we increase the pre-
reservation area size, the system performance (in terms of the probability that the handoff calls are dropped) improves ini-
tially. However, beyond a certain point, the performance begins to degrade due to a large number of false reservations. The
optimal pre-reservation area size is closely related to the traffic load of the network and the MSs’ mobility pattern (moving
speed). We provide an analytical formulation that furthers understanding with regard to the perceived behavior in one-
dimensional networks (in which all cells are along a line).

With the objective of improving handoff performance and alleviating this sensitivity to the area size, we propose an
adaptive channel pre-reservation scheme. Unlike prior pre-reservation methods, the key idea in our scheme is to send a
channel pre-reservation request for a possible handoff call to a neighboring cell not only based on the position and orien-
tation of the owner MS, but also as per its speed towards the target cell. The newly proposed scheme uses GPS measure-
ments to determine when channel pre-reservation requests are to be made. Simulation results show that the adaptive
channel pre-reservation scheme performs better in all typical scenarios than a previously proposed popular pre-reservation
method that does not take mobility into account.
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1. Introduction

When a mobile station (MS) with an ongoing call
moves from a particular cell to its next target cell, if
the target cell does not have sufficient bandwidth1

(in terms of frequency bands if FDMA is deployed,
time slots if TDMA is used, or code words if
CDMA is used), the call will be dropped. Since
dropping a handoff call is more annoying than
blocking a new call from the user’s perspective,
several schemes [2–4,1,5] have been proposed to
prioritize handoff calls.

Handoff prioritization schemes can be divided
into two categories [5]: static channel reservation

schemes and dynamic channel reservation schemes.
The guarded channel (GC) scheme [2] is a popularly
considered static channel reservation scheme. In the
GC scheme, a certain number of channels are
reserved exclusively for handoff requests. Even
though the GC scheme can improve the success rate
of handoff requests, it could decrease the system
utilization due to an increased blocking probability
of new calls. In dynamic channel reservation
schemes, channels are dynamically reserved accord-
ing to probabilistic predictions of MSs’ movements.
In the dynamic channel reservation schemes, usually
a channel pre-reservation (PR) area is defined. The
number of MSs with ongoing calls that are within
the PR area and the corresponding probabilistic
predictions of their motion are used to determine
if channel pre-reservation requests are to be sent
to adjacent cells.

In the dynamic channel reservation schemes,
there are two approaches by which handoff calls
access the dynamically reserved channels: the non-

sharing approach and the sharing approach. In the
non-sharing approach, each reserved channel is
strictly mapped to the MS that made the corre-
sponding channel pre-reservation request. A hand-
off call may be dropped when all channels are
either being used or are being reserved (not actually
being used). The non-sharing approach may gener-
1 We will use channel to represent bandwidth in the rest of this
paper.
ate large numbers of false reservations if the pre-
reservation (PR) area size is large or if the MSs
move with slow speeds. An extreme example is that
a static MS that is within the PR area of a cell
reserves a channel in the cell; however, the channel
will never be used by the MS since the MS never
moves into the cell. Thus, even though increasing
the PR area size allows for possible handoff calls
to make pre-reservations, it may cause a large num-
bers of false channel reservations. Large number of
false reservations, in turn, increase the handoff call
dropping probability and decrease the overall chan-
nel utilization. In the reserved channel sharing

approach, the reserved channels are pooled for
being allocated to any handoff call. The MSs with
ongoing calls reserve channels when they move into
the PR area. The reserved channels are grouped into
a pool. A reserved channel is randomly assigned for
use by a handoff call when its owner MS crosses the
boundary from the previous cell to enter the new
cell. Note that, with the sharing approach, the higher
the number of channel pre-reservations, the lower
the handoff call dropping probability. On the other
hand, the more the reserved channels, the smaller
the number of the channels that can be allocated to
newly generated calls. There is a trade-off between
decreasing the handoff call dropping probability
and maintaining high channel utilization.

In the first part of this paper, we study the
effects of the size of the PR area on the handoff pri-
oritization performance if the non-sharing approach
is used. We develop an analytical model for
one-dimension cellular systems and perform simula-
tions to verify the behavioral assessments from the
one-dimensional model into the two-dimensional
cellular systems. The studies show that there exists
an optimal PR area size at which the handoff call
dropping probability is minimized for a cellular sys-
tem. The size of the optimal PR area is closely
related to the MSs’ mobility pattern (moving speed).
Thus, a constant pre-reservation area may not be
appropriate in a cellular system. In the second part
of this paper, we propose an adaptive channel
pre-reservation scheme. In our proposed scheme,
the pre-reserved channels are shared by all handoff
calls, i.e., the sharing approach is used. Instead of
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defining a constant size for the PR area as in prior
work [1], in our adaptive channel reservation
scheme, we use a threshold time concept that dictates
reservation requests. In the new scheme, the time at
which a MS will move into a new cell is predicted
and if this time is less than a pre-defined threshold,
a channel pre-reservation request is sent to the new
cell by the MS. The scheme integrates threshold
time, reserved channel sharing and other features
of the prior schemes [1] to minimize the effects of
false reservations and improve the channel utiliza-
tion of cellular systems. Simulation results show
that our adaptive channel pre-reservation scheme
performs better, in almost all typical scenarios, than
the previously proposed predictive channel reserva-
tion (PCR) scheme in [1].

The reminder of this paper is organized as
follows. In Section 2 we discuss related work on
handoffs in cellular networks. The assumptions, pol-
icies and metrics of interest of the paper are dis-
cussed in Section 3. In Section 4, we provide an
analytical model to analyze the impact of the size
of the pre-reservation area on handoff prioritization
performance in one-dimensional cellular systems. In
Section 5, the effect of the pre-reservation area size
on handoff prioritization performance is studied in
two-dimensional cellular networks via simulations.
Our proposed adaptive channel reservation scheme
is discussed in Section 6 and its performance is
evaluated. Finally, we conclude the paper in Section
7.

2. Related work

Many schemes have been proposed for the prior-
itization of handoff calls in wireless cellular systems
[2,6–8,1,9]. As discussed in Section 1, there are two
popular strategies employed to prioritize handoff
calls: the static channel reservation strategy and the
dynamic channel reservation strategy. The static
channel reservation strategy decreases the handoff
dropping probability by reserving a fixed number
of channels exclusively for handoff calls. New calls
are blocked if the number of idle channels is equal
to or less than the number of guarded channels;
handoff calls are served unless all of the channels
are occupied. The dynamic channel reservation
schemes adaptively adjust the number of reserved
channels based on the traffic loads in adjacent cells.
These two strategies can be combined to obtain bet-
ter performance as compared with the individual
strategies [1].
Since the behavior, in terms of mobility, of differ-
ent MSs may differ and the offered traffic load in
each cell varies from time to time, any static channel
reservation scheme cannot work efficiently all the
time. In order to solve this problem, several
dynamic channel reservation schemes have been
proposed [4,1,10,11,7–9,12]. The shadow cluster

concept proposed in [4] allows the base station of
each cell to calculate the probabilities of a given
MS being active in other cells at future times; this
thereby facilitates the prediction of future resource
demands. In [11] a prediction algorithm is proposed
to predict the next cell that a mobile user would
move into using individual and aggregate user hand-
off profiles. The usefulness of MSs’ mobility profiles
are quantified in [10]. In [8], the number of guarded
channels in each cell is adjusted according to the
current estimate of handoff call arrival rate, which
is in turn derived from the current number of ongo-
ing calls in neighboring cells and the mobility
patterns of the MSs. In [7], channels are dynami-
cally reserved by using the request probability deter-
mined by the mobility patterns of the MSs and the
current traffic load. All these schemes take into
account the MSs’ mobility patterns when they
dynamically make channel reservations. But the
mobility patterns that are considered are generic
MS motion patterns, and they do not identify each
individual MS’s behavior in terms of mobility sepa-
rately. In [1], the predictive channel reservation
(PCR) scheme is proposed and it is based on mobile
positioning. The threshold distance concept is used
to define the size of a channel reservation area.
The PCR scheme facilitates predictive channel reser-
vations for each MS based on its current position
and orientation. However, the threshold distance
in the PCR scheme is chosen to be a constant for
all MSs. Note that none of the previous efforts study
the effect of the size of the PR area size on handoff
prioritization performance.

Some work has been done in predicting the next
target cells for given MSs, based on their motion in
order to make accurate reservation decisions
[13,14,12,9]. In this paper, we assume that the
MSs’ trajectory can be estimated accurately by
using GPS or other positioning technologies. This
assumption can alleviate the effect of false reserva-
tions to the maximum extent. Here a false reserva-
tion is defined as a reservation that is unused, i.e.,
a reservation that is made by a MS in a cell but after
which the MS does not move to that cell, or the
ongoing call for which the reservation was made
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ends before the MS moved into that cell. The effect
of false reservations that occur due to the first
reason (i.e., the MS changes its direction of motion
and therefore does not enter the cell in which the
pre-reservation was made) can be alleviated by
making accurate predictions about the MS’s next
target cell.

3. Assumptions, policies and metrics of interest

In dynamic channel reservation schemes, a
pre-reservation area is usually defined [4,1]. In
Fig. 1, there are two circles that are concentric with
cell A. The radius of these circles are Rc and Rp,
respectively. The area covered by the circle with
radius Rc is the coverage area of cell A. The area
between these two circles (the shared region) is
defined to be the pre-reservation area. The MSs with
ongoing calls that are located within the pre-reser-
vation area need to decide whether or not to reserve
channels in cell A.

3.1. Call admission control

We assume that every cell in the system is of the
same size and has the same fixed number of chan-
nels. There are no guarded channels for handoff
calls in any cell, i.e., both new and handoff calls
have access to all the channels. Each MS is associ-
ated with at most one call at any given time. If a
new call that is generated in a cell cannot find an
idle channel in that cell, the call is discarded
(blocked) immediately. There is no queue provided
for new calls to wait. If a MS generates a new call
in the PR area, and the new call is accepted by the
current cell, or if a MS with an ongoing call moves
B

C

MS

R

R

A

p

c

Fig. 1. The shaded region is the pre-reservation area of cell A.
into the PR area, a PR request is sent to the MS’s
next target cell. If there is an idle channel in this
new cell, the request is accepted, and an idle channel
is reserved for the call (if the non-sharing approach
is used) or is inserted into the pool of reserved chan-
nels (if the sharing approach is used). If there is no
idle channel in this new cell, the PR request is
inserted into a queue (we assume that the queue size
is infinite). The request will be dequeued if (a) the
corresponding call is assigned a channel, (b) if the
call is completed before its owner moves out of
the PR area, or (c) if the call is dropped due to its
owner MS moving into the cell prior to the request
being honored. The channel reserved by a MS is
released either if the MS’s ongoing call ends before
it moves into the new cell or if the MS changes its
direction of motion and moves to a different new
cell.

3.2. Reserved channel access approaches

As discussed in Section 1, there are two
approaches for dictating how the handoff calls access
the reserved channels: the non-sharing approach and
the sharing approach. In the non-sharing approach,
each reserved channel is strictly mapped (a one-to-
one correspondence) to the MS that made the reser-
vation. The reserved channel is precluded from being
used by other handoff requests or new calls until it is
released by the reserving MS. Soft handoff in CDMA
cellular networks is one of the examples of where this
approach is used [15]. In CDMA cellular networks, a
MS can communicate with multiple base stations at
the same time when it is located inside a so called
boundary region of multiple cells. It adaptively
chooses the BS with the best communication quality.
In this case, it not only holds a channel in its primary
cell, but also holds (or reserves) channels in other
adjacent cells. The reserved channels cannot be
shared by other MSs. In the reserved channel sharing

approach, all reserved channels are pooled together.
There is no strict mapping between the reserved
channels and the reserving MSs. If a handoff is
initiated, one of the reserved channels in the pool
is randomly allocated to the handoff call and the
number of reserved channels is decreased by one.
This approach is also called reservation pooling [1].
Compared with the non-sharing approach, the
reserved channel sharing approach provides a higher
level of flexibility in the handling of handoff calls and
always decreases the handoff call dropping probabil-
ity. It does not mean that the sharing approach can
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completely replace the non-sharing approach in cellu-
lar systems. For example, in order to achieve high
quality communications, the MSs that are in handoff
regions in CDMA cellular networks (the example
that we previously discussed) may hold channels in
multiple cells. The reserved channels, in this case,
cannot be shared by other calls.

3.3. Performance metrics

In previous work, three metrics are typically con-
sidered to measure the performance of handoff in
cellular systems:

• Pb denotes the new call blocking probability.
• Pd denotes the handoff call dropping probability.
• Pnc represents the probability that a call is not

completed due to either being blocked or being
dropped during handoff. We call it the call incom-

pletion probability.

In this paper, we conform to the above performance
metrics.

4. An analysis to understand the effect of the PR area

size on handoff prioritization performance

In this section, we consider a one-dimensional
cellular system and analyze the handoff perfor-
mance. Our key objective is to examine the impact
of the size of the pre-reservation area on perfor-
mance in terms of the metrics listed in the previous
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Fig. 2. Diagram of a one-dim
section. Toward this we consider the simple non-
sharing approach with Markovian models for vari-
ous random variables of interest (to be discussed).
We see that the analysis becomes quite involved
even for this simpler system. As we show by simula-
tions, the behavioral assessments remain the same
even if more generic two-dimensional systems are
considered.

The system under consideration for this analysis
is depicted in Fig. 2. All the cells in the system are
collocated along a line as shown. Each cell is divided
into two areas: the non-PR area and the PR area.
When a call is generated in the non-PR area of a
given cell (consider cell k in Fig. 2), its owner MS
does not need to send a PR request to the base
station of the corresponding neighboring cell (cell
k � 1 or cell k + 1). Once the owner of the call
moves into the PR area (area PR(k,k � 1) or area
PR(k,k + 1)) from the non-PR area (area NPR(k)),
it will send out a PR request to it’s closest neighbor-
ing cell (cell k � 1 or cell k + 1). Note from the
above notation that we use NPR(i) to represent
the non-PR area of cell i, and PR(i, j) to represent
the PR area of cell i, in which MSs send PR requests
to cell j.

4.1. Assumptions and definitions

The assumptions that we make and variables that
we define for the purpose of analyzing the perfor-
mance of the system under consideration are listed
below:
T T
L2

Call complete
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ensional cellular system.



2 This is possible since Tnp and Tp have the same distribution

6 Z. Ye et al. / Computer Networks xxx (2006) xxx–xxx

ARTICLE IN PRESS
• Call holding time Tc represents the duration of a
call. It is assumed to be exponentially distributed
with a probability density function (PDF) given
by fT cðtÞ ¼ le�lt.

• A MS’s non-PR area dwell time Tn is the time that
the MS stays in a non-PR area. We assume it to
be exponentially distributed with a PDF given by
fT nðtÞ ¼ ge�gt.
Suppose a new call is generated when a MS is in a
particular non-PR area; let Tnn denote the time
interval from the moment that the call is gener-
ated to the moment that its owner leaves the
non-PR area, i.e., Tnn is the residual dwell time
of a MS in the non-PR area. It is shown in [16]
that the PDF of this residual time is given by

fT nnðtÞ ¼
1� F T nðtÞ

E½T n�
¼ ge�gt: ð1Þ

Note that Tnn has the same distribution as Tn.
• A MS’s PR area dwell time Tp is the time that the

MS stays in a PR area. We assume that this ran-
dom duration is exponentially distributed with a
PDF given by fT pðtÞ ¼ ce�ct.
Let us assume that a new call is generated when a
MS is in a particular PR area; let Tnp be the time
interval from the moment that the new call is
generated to the moment that its owner leaves
this area. As in Eq. (1), the PDF of Tnp is given
by

fT npðtÞ ¼
1� F T pðtÞ

E½T p�
¼ ce�ct: ð2Þ

Note that Tnp has the same distribution as Tp.
• The arrivals of new calls and PR calls in a cell are

assumed to occur in accordance to Poisson pro-
cesses with mean arrival rates of kn and kp,
respectively.

• MSs are uniformly distributed in the wireless sys-
tem under consideration. All MSs know their
geographical positions and the directions in
which they are moving (through the use of GPS
[1], RSSI [17], etc.). The MSs’ average moving
speed is denoted by V . Thus, the fraction of the
total area in a cell that is denoted to be the PR
area is given by (see Fig. 2):

a ¼ L2

L1 þ L2

¼ E½T p�V
E½T n�V þ E½T p�V

¼ E½T p�
E½T n� þ E½T p�

¼ g
gþ c

: ð3Þ
4.2. An analytical model of the system
We use a M/M/c queuing system [3,15,16] to
model the PR scheme in such a one-dimensional cel-
lular system. By using this model, we can compute
expressions for the new call blocking probability
Pb, the handoff call dropping probability Pd and
the call incompletion probability Pnc. We take the
following steps towards computing the metrics of
interest.

4.2.1. PR call arrival rate kp

Since MSs are uniformly distributed in the region
of interest, and the ratio of the PR area to the total
cell area is a ¼ g

gþc, the new call arrival rate in a
given PR area is akn, and is (1 � a)kn in a given
non-PR area. We also note that from the memory-
less property of the exponential distribution, the
residual call holding time sc as observed at any given
instant has the same probability distribution as the
original call holding time Tc.

The mean arrival rate of PR calls in a cell,
denoted by kp, is then represented by

kp ¼ að1� P bÞkn þ ð1� aÞPrðT c > T nnÞð1� P bÞkn

þ PrðT c > T p þ T nÞð1� P dÞkp: ð4Þ

The first term on the right hand side of Eq. (4) rep-
resents the new calls generated in area PR(k � 1,k)
(with reference to cell k in Fig. 1) and area
PR(k + 1,k) (with reference to cell k in Fig. 1).
The second term takes into account the calls that
are generated in either area NPR(k � 1) or area
NPR(k + 1), and are continuing when the owners
of these calls move either from area NPR(k � 1)
into area PR(k � 1,k) or from area NPR(k + 1) into
area PR(k + 1,k). The last term reflects those calls
that were handoff calls as seen by either cell k � 1
or cell k + 1, which are continuing when the owners
of these calls transgress either from area
NPR(k � 1) into area PR(k � 1,k) or from area
NPR(k + 1) into area PR(k + 1,k). It is to be noted
that the last term takes into account the calls that
are either generated in area PR(k � 2,k � 1) or in
area PR(k + 2,k + 1), or are handed off from cell
k � 2 to cell k � 1 or from cell k + 2 to cell k + 1.
The exponential properties that we assume enable
us to include all these calls in a single term.2
and Tc is exponentially distributed.
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Pr(Tc > Tnn) and Pr(Tc > Tp + Tn) can be
expressed as

PrðT c > T nnÞ ¼
Z 1

0

le�ls

Z s

0

ge�gududs ¼ g
lþ g

;

ð5Þ
and

PrðT c > T p þ T nÞ

¼
Z 1

0

le�ls

Z s

0

ce�cu

Z s�u

0

ge�gvdvduds

¼ cg
ðlþ cÞðlþ gÞ : ð6Þ

From Eqs. (4)–(6), we express kp in terms of kn,
Pb and Pd as follows:

kp ¼
aþ ð1� aÞ g

lþg

h i
ð1� P bÞkn

1� cg
ðlþ cÞðlþ gÞ ð1� P dÞ

: ð7Þ
3 Since T pk�1
and T pkþ1

have the same distribution, minðT c;

T pk�1
þ T n þ T pk

Þ and minðT c; T pkþ1
þ T n þ T pk

Þ also have the
same distribution. We use the first expression in the rest of the
paper.
4.2.2. Distribution of the channel holding time Tch

The rate at which calls are accepted in a given cell
may be expressed as

k0 ¼ ð1� P bÞkn þ ð1� P dÞkp: ð8Þ
The calls that are accepted (consider cell k in

Fig. 2) can be classified into three categories:

• New calls that are generated in area PR(k,k � 1)
or in area PR(k,k + 1).

• New calls that are generated in area NPR(k).
• PR calls that are generated in areas PR(k � 1,k)

or in area PR(k + 1,k).

The first category of calls hold the channel for a
time T ch1

¼ minðT c; T npÞ. Since both Tc and Tnp are
exponentially distributed, T ch1

is also exponentially
distributed. Furthermore the mean value of T ch1

is
given by: E½T ch1

� ¼ 1=ðlþ cÞ. The fraction of calls
that belong to this category is given by

P 1 ¼
að1� P bÞkn

k0

: ð9Þ

The second category of calls have a channel hold-
ing time that is given by T ch2

¼ minðT c; T nn þ T pÞ.
Let F T ch2

ðtÞ be the CDF of T ch2
. From the PDFs

and CDFs of Tc, Tnn and Tp, we can derive
F T ch2
ðtÞ (see Appendix A for details). The fraction

of calls that belong to this category is given by

P 2 ¼
ð1� aÞð1� P bÞkn

k0

: ð10Þ
The third category of calls have a channel holding
time T ch3

¼ minðT c; T pk�1
þ T n þ T pk

Þ. Let F T ch3
ðtÞ be

the CDF of T ch3
. The fraction of calls that belong to

this category is given by

P 3 ¼ 1� P 1 � P 2 ¼
ð1� P dÞkp

k0

: ð11Þ

Note that in the third category, for those calls
that move either from area NPR(k � 1) into area
PR(k � 1,k) or from area NPR(k + 1) into area
PR(k + 1,k), the channel holding time in cell k is
minðT c; T pk�1

þ T n þ T pk
Þ or minðT c; T pkþ1

þ T nþ
T pk
Þ3. For those new calls that are generated in area

PR(k � 1,k) or in area PR(k + 1,k), the channel
holding time in cell k is minðT c; T npk�1

þ T n þ T pk
Þ.

Since T pk�1
and T npk�1

have the same distribution,
we can group all the calls into one category.

The CDF of overall channel holding time Tch is
then expressed as

F T ch
ðtÞ ¼ P 1 � F T ch1

ðtÞ þ P 2 � F T ch2
ðtÞ þ P 3 � F T ch3

ðtÞ:
ð12Þ

The complementary distribution function F C
T ch
ðtÞ is

F C
T ch
ðtÞ ¼ 1� F T ch

ðtÞ: ð13Þ

In general, Tch is not exponentially distributed.
In order to simplify our analysis, the distribution
of Tch is approximated by an exponential distribu-
tion with a mean value E[Tch] = 1/lch. The use of
the exponential distribution to approximate Tch

has been justified in [2]. As suggested in [2], if we
choose the exponential distribution of Tch with
mean (1/lch) that satisfies the following condition:Z 1

0

F C
T ch
ðtÞ � e�lcht

h i
dt ¼ 0; ð14Þ

then, the chosen distribution will approximate the
actual distribution very well (as elaborated in [2]).
To justify our approximation, we perform simula-
tions that show that our simplification does not sig-
nificantly alter the behavioral trends of the system.

4.2.3. Problem formulation

Let us assume that the number of channels in
each cell is c, and that each of these channels can
accommodate a single call. The system is analyzed
using a M/M/c queue since the arrival of calls in a
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given cell is in accordance to a Poisson process, and
the service time Tch is approximated by an exponen-
tial distribution. The cell state is represented by
S(k), where k P 0 represents the number of calls
in the cell. The state transition diagram is shown
in Fig. 3. When 0 6 k < c, the call arrival rate while
in state S(k) is kn + kp; there are k channels that are
allocated, and hence, the channel release rate is
k Ælch. When k P c, all the c channels are allocated.
At this time new calls that are generated in the cell
will be blocked. However, as discussed earlier PR
calls are queued.4 The queueing of PR calls causes
the process to transit from S(k) to S(k + 1) with rate
kp. For the c calls that hold channels, the channel
release rate is c Ælch. The k � c calls that are in the
queue may be completed or the owners of these calls
may move from the PR area into the new cell, prior
to channel allocation, which causes the queued call
to be dropped. The first effect causes the calls in
our M/M/c queue to depart at a rate l, while the
second causes the calls in the queue to depart at a
rate c. Thus, the rate at which the system transits
from state S(k) to state S(k � 1) is given by
clch + (k � c)(l + c).

Let pi be the probability that the system is in state
S(i) at stochastic equilibrium. Then pi is given by
[3,15,16]

pi ¼

ðkn þ kpÞi

i!li
ch

p0 0 6 i 6 c;

ðkn þ kpÞcki�c
p

c!lc
ch

Q
16j6i�c½clch þ jðlþ cÞ� p0 i > c:

8>>><
>>>:

ð15Þ
Given

P1
i¼0pi ¼ 1, p0 and pi (i > 0) can be

calculated.
A new call is blocked when it arrives at a cell and

is unable to find an idle channel. The blocking prob-
ability for new calls is given by
4 Note that the queued calls would need to be allocated
channels before the owners of these calls actually move into the
cell under consideration.
P b ¼
X1
i¼c

pi ¼ 1�
Xc�1

i¼0

pi: ð16Þ

Let us consider a PR call, PRt, that arrives in a
given cell at a time t when the cell is in state
S(c + j), i.e., the cell is operating at capacity and
there are j handoff calls in the queue awaiting
service. Let the owner MS of this call actually leave
this cell at a time t + s. In this example, s is PRt’s
PR area dwell time, and it has the same distribution
as Tp. Let the first time instance when one of the
prior calls in service (that occupy the M/M/c queue)
in the cell of interest departs (either because it is
completed, or it is dropped or because its owner
leaves the cell) be denoted by t + tc+j. Similarly,
let the time instance when the ith (i 6 j + 1) call
(in service) departs from the M/M/c queue be
denoted by t þ

Pi�1
k¼0tcþj�k. The probability density

function of tc+k is given by

fcþkðtcþkÞ ¼ ½clch þ kðlþ cÞ�e�ð½clchþkðlþcÞ�tcþkÞ: ð17Þ
In order for PRt to be accommodated before time

t + s, it is essential that at least (j + 1) of the prior calls
that occupy the queue depart before this time. If this
does not happen, PRt is dropped. Thus, the dropping
probability of a call PRt that arrived to a cell that was
in state S(c + j) is given by (using Eq. (17))

Pr½s < tc þ � � � þ tcþj and s > T cjSðcþ jÞ�

¼
Z 1

tc¼0

� � �
Z 1

tcþj¼0

Z tcþ���þtcþj

s¼0

ce�cs

Z s

0

le�lT c

�
Yj

k¼0

fcþkðtcþkÞ
" #

dT c dsdtc � � � dtcþj

¼ ðjþ 1Þc
clch þ ðjþ 1Þðlþ cÞ : ð18Þ

The dropping probability Pd is then given by

P d ¼
X1
j¼0

Pr½s < tc þ � � � þ tcþj and

s > T cjSðcþ jÞ�pj

¼
X1
j¼0

ðjþ 1Þcpj

clch þ ðjþ 1Þðlþ cÞ ; ð19Þ



5 It is difficult to derive the optimal value of a analytically since
a set of equations has to be recursively solved. We instead provide
two examples with different mobility patterns to illustrate their
effect on a.

6 These results demonstrate the appropriateness of the various
assumptions that were made in our analytical formulations to
ensure the tractability and simplicity of the analysis.
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where pj are specified as per Eq. (15).
In a time duration Ds, there are knDs new calls

that are generated in a cell. These new calls generate
kpDs PR calls in neighboring cells. Among these
(kn + kp)Ds new and PR calls, the number of
blocked or dropped calls is given by knDsPb +
kpDsPd. Consequently, the call incompletion proba-

bility Pnc can be expressed as

P nc ¼
DsðP bkn þ P dkpÞ

Dskn

¼ P b þ
kp

kn

P d: ð20Þ

This denotes the fraction of the knDs arriving calls
that are not completed.

4.3. Numerical results

Eqs. (4), (8)–(12), (14)–(16) and (19) form a set of
simultaneous non-linear equations. These equations
can be solved numerically (via a recursive methodol-
ogy). The input parameters are c, kn, l, g, c, and ini-
tial choices for Pb, Pd and kp (Pb, Pd and kp are set
to be 0 initially). For all the cases that are consid-
ered, the iteration procedures converge since the
system under consideration is stable.

We now provide numerical examples to illustrate
the effect of PR area size on the overall system
performance. We consider two cases: scenarios of
low mobility in which E[Tc] = E[Tn + Tp] (i.e.,
l ¼ gc

gþc) and scenarios of high mobility in which
E[Tc] = 3 ÆE[Tn + Tp] (i.e., 3l ¼ gc

gþc). By low mobil-
ity we mean that the average velocity V is small
and thus a call may last for a duration that is compa-
rable to the time that a MS dwells in a cell. A high
mobility pattern indicates that the average velocity
is much higher and that the MS might traverse multi-
ple cells, on average, before the call terminates. The
number of channels that each cell supports is c = 20
and the average call holding time is E[Tc] = 1/
l = 360 s. The normalized traffic load (normalized
Erlang load) is defined as kn/(c Æl). The performance
results are shown for various values of a.

From Figs. 4(a) and 5(a) we see that with an
increase in the PR area size from a = 0 to a = 0.1
(a = 0.05 in Fig. 5(a)), Pd decreases. This is because
the queued pre-reservation requests are sustained by
means of longer queuing times (their dwell time in
PR area is prolonged). However, beyond this point,
an increase in the size of the PR area leads to a
higher Pd. The reason is that with a large PR area
size, a high number of false PR requests are gener-
ated. It seems like a = 0.1 in Fig. 4(a) and
a = 0.05 in Fig. 5(a) are good values to choose for
determining the PR area size for the respective cho-
sen traffic conditions (see Fig. 7).5 We also see that
in Fig. 5(a), the PR scheme does not help much in
decreasing Pd when the speeds of motion are high.

Figs. 4(b) and 5(b) show that Pb increases dramat-
ically with an increase in the PR area size. Since Pb

increases dramatically with an increase in the size
of the PR area, as per the definition of call incomple-
tion probability, Pnc has the same tendency as Pb,
i.e., Pnc increases dramatically as we increase the size
of the PR area (see Figs. 4(c) and 5(c)). Notice that
the behavior of neither Pb nor Pnc changes by much
as we change from a scenario that is based on a low
mobility pattern to one that is based on a high
mobility pattern. This shows that these metrics are
relatively insensitive to vehicular speed.

Fig. 6 shows that the analytical values computed
as per Eqs. (16) and (19) for Pb and Pd fit the sim-
ulation results very well when a = 0.1. We com-
pared analytical results with simulation results for
all the cases that we study in this paper, and found
that the results for Pb are almost in total agreement
in all of the cases, and the results of Pd are also in
agreement when 0 6 a 6 0.2 with scenarios based
on low mobility patterns and 0 6 a 6 0.5 in scenar-
ios based on high mobility patterns.6

In Fig. 7, we compare the analytical results with
simulation results for various values of a under the
two mobility patterns. In the simulations there are
10 cells in the network. The size (length) of each cell
is 1800 m. In order to avoid border effects, when a
MS moves out of the coverage area of the system, it
re-enters the system from the other side. MSs are
generated according to a Poisson process (with an
average arrival rate of Ncell * kn/l), where Ncell is
the number of cells in the system. After a MS is gen-
erated, it randomly chooses a location within the ser-
vice area of the system and a moving direction (left or
right). A random moving speed within [0, Vmax] is
also chosen for the MS. With the low mobility pat-
tern, Vmax is set to 10 m/s and Vmax = 30 m/s with
the high mobility pattern. The MS also chooses a life
time (or call holding time) as per an exponential dis-
tribution (with a mean value of 360 s). It then moves
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probability Pb, (c) call incompletion probability Pnc.

7 An analytical formulation for such more complex systems
becomes much more difficult to construct and hence, we resort to
simulations.
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within the system as per the specified parameters.
After its call is terminated (or is dropped), the MS
is removed from the system. Note that the length of
the simulation is 10800 s and the number of simula-
tion runs is 50. From Fig. 7, we see that the simplified
exponential distribution assumptions of a MS’s dwell
time in different areas have some effects on the results
from the analysis. Specifically, when the size of pre-
reservation area is large, the difference between the
simulations results and the analytical results is non-
negligible. However, our interests are not in this
regime of operation. We wish to point out that for
low to moderate value of a, the analytical results
match well with the simulation results. The behav-
ioral traits are about the same and at the point where
performance is best (lowest Pd), the analytical results
and the simulation results are in close conformance.

In a nutshell, our results demonstrate that if the
reserved channels are strictly mapped to the reserv-
ing MSs, increasing the PR area size does not
always decrease the handoff call dropping probabil-
ity. Too small a PR area size will not provide PR
requests with an enough queuing time. On the other
hand, too large a PR area size will cause a large
number of false reservations and longer channel
holding times, and thereby, will increase the handoff
call dropping probability. There exists an optimal
PR area size (or range of sizes), at which the handoff
call dropping probability is minimized. The optimal
size of the PR area is closely related to the MSs’
mobility pattern (moving speed).

5. Simulations with two-dimensional cellular systems

In Section 4 we studied the effect of the PR area
size on handoff prioritization performance with one-
dimensional traffic using an analytical model. In this
section, we evaluate the effect of the PR area size on
the performance of handoff prioritization in two-
dimension cellular networks through simulations.7

The non-sharing approach is again used for reserv-
ing channels (as in Section 4).
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5.1. Simulation models

The simulation models that we use are discussed
below; they include cell shape models, traffic models
and mobility models. These models are imple-
mented in CSIM19 [18].
5.1.1. Cell model

The simulations are conducted over a L tiered or
layered cellular system (see Fig. 8). Square, circular
or hexagonal cells are commonly used in the simula-
tion of wireless cellular systems [2]. In our simula-
tions we use hexagons to represent neighborhood
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Fig. 8. The topology of a 5-layer wireless cellular system.

8 We also investigate the effect of varying Tu on the perfor-
mance later.

12 Z. Ye et al. / Computer Networks xxx (2006) xxx–xxx

ARTICLE IN PRESS
relationships among cells and circles to approximate
the coverage area of cells. There are overlapping
areas between adjacent cells. The radius of each
circle (or hexagon) is represented by Rc. There is
one central cell in the topology (first layer). The cen-
tral cell is surrounded by six cells which make up the
second layer. There are 12 cells in the third layer,
and 6(i � 1) cells in the ith layer (1 < i 6 L).

In order to avoid the border effects, we model the
system as a toroidal construction such that when a
MS moves out of the service area of the system, it
re-enters the system from the other side.

5.1.2. Traffic model

Without loss of generality, in our simulations we
only consider homogeneous calls and assume that
each MS needs only one channel per call. Call gen-
eration in the system is as per a Poisson process with
an average arrival rate k. The call holding time Tc

follows an exponential distribution with an average
service rate lc. The number of channels in each cell
is a constant c. The normalized offered traffic load
on the system is

k
lc � N � c

; ð21Þ

where N is the number of cells in the system, and is
computed by

N ¼ 1þ
XL

i¼2

6ði� 1Þ ¼ 3LðL� 1Þ þ 1� ð22Þ

Note that the load is measured in Erlangs.

5.1.3. Mobility model
Several mobility models, such as the random

way-point model and the fluid-flow model are often
used to depict MS’ moving behavior in simulations
and analysis [14,19,13]. In our simulations, we con-
sider both the random way-point model and an
additional mobility model that we consider to be
more realistic. Since the simulation results that we
were observed were similar with both of the mobil-
ity models, in this paper we mainly show the results
with the second mobility model (the more realistic
mobility model) unless otherwise specified. In the
second mobility model, when a new call is gener-
ated, the MS initially chooses a speed which is
uniformly distributed over [Vmin,Vmax] and a mov-
ing direction which is uniformly distributed over
[0, 360 �). In each variable-length period Tu (which
is exponentially distributed with mean E[Tc]/3),8

the MS moves along a straight line. After that per-
iod, the MS may stop (with a probability Pstop) for a
time Tu or continue to move (with a probability
Pcont. = 1 � Pstop). If the MS continues to move, it
may change its direction of motion and speed. The
MS makes ±90� turns with probability P90�, makes
±45� turns with probability P 45� , and moves along
the original direction of motion with probability
P 0� ¼ 1� ðP 90� þ P 45�Þ. We believe that this mobility
model captures better the realistic scenarios where
drastic changes in the direction of motion (>90�)
are rare. In fact, this property is captured in some
recently proposed mobility models [20]. The Free-
way and the Manhattan mobility models are the
examples of such models that exhibit this property.
In order to be exhaustive, we also provide later,
some results that are obtained by allowing MS to
change the direction of motion freely.

In order to evaluate the effects of speed patterns
on system performance, three different speed pat-
terns are defined.

• V1 (Low speed): Vmin = 1 m/s and Vmax = 5 m/s.
• V2 (Medium speed): Vmin = 6 m/s and Vmax =

10 m/s.
• V3 (High speed): Vmin = 11 m/s and Vmax =

20 m/s.

The use of non-zero minimum speed avoids the
undesirable effects of the random waypoint model
(as discussed in [21]).

In our simulations we vary the ratio of Rp � Rc

to Rc (shown in Fig. 1) to study the effect of PR area



Table 1
Parameter values in the simulation

Parameter Value Description

L 5 Number of cell layers
Rc 500 m Cell radius
c 20 Number of channels in each cell
Tc 180 s Call holding time
Pstop 0.1 Probability with which a MS stops
Pcont. 0.9 Probability with which a MS

continues motion
P0� 0.7 Probability of keeping original

moving direction
P45� 0.1 Probability of making a 45� turn
P90� 0.2 Probability of making a 90� turn
Tsim 10800 s Length of simulation
Ntries 50 Number of simulation runs
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size on handoff prioritization performance. We
denote this ratio by a as discussed earlier. The val-
ues of the parameters used in our simulations are
listed in Table 1.

5.2. Simulation results

Fig. 9 shows the three probability metrics with
the low speed pattern V1.9 Note that if we increase
the size of the PR area, initially the handoff drop-
ping probability Pd drops. However, beyond a cer-
tain point (e.g., a P 0.05), Pd begins to increase.
The following factors affect system performance:

1. A larger PR area allows for PR requests to be
queued for longer times if the channels of a cell
are temporarily unavailable.

2. A larger PR area causes a channel being reserved
by a call, to be held for a longer time.

3. A larger PR area causes a higher number of PR
requests and therefore a larger number of false
reservations.

The first factor helps decrease Pd while the other
two factors increase Pd. The behavioral pattern of
variations of the probabilities in Fig. 9 is due to
the combined effects of these three factors. As
expected, the new call dropping probability Pb

increases with an increase in the PR area size. Note
that the size of the optimal PR area is very small as
compared to the coverage area of the cell.
9 Error bars are shown only for some of the simulation results.
Since we collect our results from a large number of simulation
runs, the standard derivation is observed to be small and the
confidence of our results is high. The errors observed for other
simulation experiments were of the same order.
Figs. 10 and 11 show the effect of PR area size
with medium speed pattern V2 and high speed pat-
tern V3, respectively.10 The observations are similar
to those in Fig. 9. Even though the optimal region
of operations varies with the pattern of motion
and the traffic load, the variations in a are small
(a varies from 0.04 to 0.1). Note that the existence
of the optimal a allows the cellular network provid-
ers to configure the network to provide the best
handoff performance.

5.3. Effect of mobility

In order to gain a better understanding on the
effect on the mobility of MSs on the handoff perfor-
mance, we also conduct simulations to quantify its
effect. In these simulations, the mobility model that
we use is the random waypoint model with a con-
stant non-zero speed as discussed earlier. The nor-
malized Erlang load of the cellular system is 0.7.
Fig. 12 shows the results of these simulations. We
see that under different speeds of MSs, the optimal
regime of operations (i.e., a) is different. As
expected, the higher the speed of a MS, the larger
the size of the PR area that is needed, in order to
ensure that reservation is effectively performed
before the MS moves into the new cell. For exam-
ple, when the speed of MSs is 1 m/s, the optimal a
is 0.02; when the speed of MSs is increased to
10 m/s, the optimal a is increased to 0.1. Also, as
we discussed earlier, the handoff call probability
(Fig. 12(a)) is very sensitive to the size of the PR
area (a).

As with our observations with one-dimensional
cellular systems, the simulation results with two-
dimensional cellular systems also show that there
exists an optimal PR area size at which the handoff
call dropping probability is minimized. The size of
the optimal PR area is closely related to the MSs’
mobility patterns (moving speed) and the system
load. The observations with the two-dimensional
cellular systems further substantiate our observa-
tions in Section 4.

6. An adaptive channel reservation scheme

The predictive channel reservation (PCR) scheme
is proposed in [1] and it is based on mobile
10 The figures with Pnc are not provided since the results
obtained are very similar to the results reported for Pb.
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speed). (a) Handoff call dropping probability Pd, (b) new call blocking probability Pb, (c) call incompletion probability Pnc.
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positioning. The threshold distance concept (see
Fig. 13 and its definition below) is used to define
the size of channel PR area. The threshold distance

(Dth) is defined as the radius of a circle beyond which
pre-reservations are allowed. This circle is co-cen-
tered with a cell, and is smaller than the cell’s cover-
age area (the circle which is drawn with a dashed line
in Fig. 13(a)). The area between these two circles is
the channel PR area. When a MS enters the PR area
of a cell from the inner part of that cell (or if a new
call is generated inside the PR area), and at the same
time, is heading to a new cell, a PR request is sent to
the base station of that new cell. There are some
problems in the PCR scheme. We discuss these in
the following paragraphs.

Suppose there is a MS located in the overlapping
area of two adjacent cells (see Fig. 13(a)); let the
moving speed of this MS be very small (close to
0). If the PCR scheme is used, two channels (each
cell has one channel occupied) will be occupied by
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11 In this paper, we use DT = 1 s since the typical maximum GPS
update frequency is 1 s.
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this call; one channel is used for communication in
the current cell and the other is reserved for this call
in the adjacent cell. Since the MS of this call is
almost stationary, the reserved channel may not
be used for the life time of this call. Naturally, this
effect further increases the under-utilization of wire-
less channels.

A second associated problem is the sensitivity of
the performance to the pre-reservation area as seen
in our previous studies. A fixed ‘‘constant’’ choice
for this area may not be appropriate since mobile
users are likely to move with different speeds and
orientations. In order to solve the above-mentioned
problems that are associated with the PCR scheme,
in this section we propose a new handoff prioritiza-
tion scheme, which we call the adaptive channel
reservation (ACR) scheme. The ACR scheme uses
the threshold time concept to minimize the effect of
false reservations and thus, improves the channel
utilization of the cellular system. Like the PCR
scheme, the ACR scheme is also based on GPS mea-
surements [22]. We do not discuss GPS further in
this paper, and just make an assumption that each
MS is equipped with GPS and can obtain its precise
position information in real-time.

6.1. Threshold time

In the ACR scheme, channel reservation deci-
sions are made based not only on each MS’s current
position and orientation, but also on the radial

speed of the MS with respect to its next target cell.
The radial speed of a MS with respect to a particu-
lar cell is the magnitude of the velocity component
of V in the direction from the MS to the cell center
(i.e., V1 in Fig. 13(b)).

Each MS measures its coordinates periodically at
regular time intervals (every DT seconds11) using
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Fig. 13. Illustration of the PCR and ACR schemes. (a) Threshold distance in the PCR scheme, (b) threshold time in the ACR scheme.
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GPS. The coordinate information is piggybacked
onto uplink data packets (or sent to the associated
BS by means of special uplink packets). The BS
keeps track of each MS’s previous positions,
predicts its trajectory [12] and calculates the radial
speed with respect to the next cell that the MS is
predicted to enter. Based on these calculations, the
time within which the MS will reach this candidate
cell is predicted.

Threshold time (Tth) is a constant time value. As
dictated by each MS’s current speed of motion, ori-
entation and location information, BSs can estimate
the time within which the MS will reach the bound-
ary of its next target cell. In Fig. 13(b), a MS is mov-
ing with a velocity V towards cell A. The velocity V
can be decomposed into two orthogonal component
vectors, V1 and V2, where V1 is the radial velocity
component of this MS towards the center of cell
A. From V1 and RMS (the distance between the
MS and the center of cell A), the time Tp by which
the MS will reach the boundary of cell A is esti-
mated to be

T p ¼
RMS � Rc

V 1

; ð23Þ

where Rc is the radius of cell A.
Note that with this estimation, the MS is still not

guaranteed to enter the target cell. This is simply
because by just considering one of the orthogonal
velocity components (in this case V1), one cannot
deduce whether the MS is going to enter the target
cell or not. Therefore, one should also consider
the direction of motion of the MS in making deci-
sion. An illustrative example is shown in
Fig. 13(b). In the figure, a MS is moving with veloc-
ity V. As discussed previously, the velocity vector V

is decomposed into V1 and V2. We define two
angles: (1) h1 is the angle between vector V1 and
vector V, (2) h2 is the angle between vector V1 and
line L (the line from the MS tangential to cell A).
If h1 > h2, one can conclude that with the particular
direction the MS will not going to move into cell A
and thus, in this case no reservation is made; other-
wise, one can conclude that the MS may reach cell A
in the time Tp as per Eq. (23).

If Tp > Tth, it means that the MS may take a time
longer than Tth to reach cell A, and it does not need
a channel reservation in that cell at the current time.
If Tp 6 Tth, it means that the MS under consider-
ation will move into cell A soon, and a PR request
will be sent by the current BS to cell A’s BS.
Consider the case when Rth ¼ RMSjT p¼T th

; we call
Rth the threshold distance for this MS. Note that
the threshold distance defined in our paper is differ-
ent from that in [1] in that different MSs have differ-
ent threshold distances even though all the MSs
have the same Tth. This is because they have differ-
ent radial speeds of motion with respect to any par-
ticular given cell.

In summary, a pre-reservation to a given cell is
made only if the following two criteria hold:

1. The direction of motion of a MS is towards the
cell for which a pre-reservation is to be poten-
tially made.

2. The time within which the MS is estimated to
reach the boundary of the cell is smaller than
the time threshold Tth.

From Sections 4 and 5 we see that if the reserved
channels are strictly mapped to the MSs that made
the corresponding reservations (i.e., non-sharing
approach is used), there exists an optimal pre-reser-
vation area size. The system performance degrades
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if the pre-reservation area size is larger than the
optimal value. In order to avoid such an effect, in
our proposed ACR scheme, the reserved channel
sharing approach is used. Note that the idea is not
new and has been proposed in [1]. Besides the chan-
nel sharing approach, reservation queuing and
reservation cancellation, which are used by [1], are
also integrated with our threshold time concept to
minimize the effect of false reservations and to
improve the channel utilization of the cellular
system.

As in PCR scheme, the overhead incurred by the
ACR scheme is that incurred for the prediction of
each MS’s future trajectory, the transmission of
PR requests and PR cancellation messages that
are exchanged between BSs. Since all of these func-
tions are performed by BSs, there is no extra over-
head incurred by MSs (for which computation
power is limited). The communication overhead
(among the BSs) is transmitted over the wire-line
network that interconnects these BSs, and does
not consume the limited wireless resources.
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6.2. Performance of the ACR scheme

The simulation models that are discussed in Sec-
tion 5 are used in the performance evaluation of the
ACR scheme. The values of the parameters used in
our simulations are shown in Table 1.

In order to evaluate the performance of the ACR
scheme, we also implement the PCR scheme in
CSIM19 [18] and compare the performance of the
two schemes under the same system conditions.

Fig. 14 shows the values of Pb, Pd and Pnc as
experienced by the system when the ACR scheme
is used with different values of Tth. The MSs move
in accordance to the speed pattern V1. From
Fig. 14(a) it is seen that Pd decreases from 0.1% to
0.02% with an increase in Tth (from 3 s to 20 s) when
the normalized traffic load is 0.9; the penalty
incurred is that, Pb increases from 17% to 22%
(see Fig. 14(b)). We also find that Pd is already very
small (compared to Pb) even when Tth is very small
(for example, Tth = 3 s). The reason for this result is
that the overlapping area of a cell with its neighbor-
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ing cells contributes to a fairly large portion (about
35%) of the entire cell, and even if a MS cannot
access an idle channel before it traverses the bound-
ary of its next cell, it still has a certain period of time
(its dwell time in the overlapping area) to wait for
an idle channel. So its maximum allowed channel
waiting time is larger than Tth. Since Pd is much
smaller than Pb, most of the unsuccessful calls are
new calls (which are blocked). Therefore, the call
incompletion probability Pnc and the new call
blocking Pb are almost the same (see Fig. 14(c)).
Note that in the ACR scheme, since the reserved
channels can be shared by handoff calls, Pd always
decreases with an increase in the PR area (or thresh-
old time), there is no optimal PR area size as was
discussed in Sections 5 and 4 for the non-sharing
approaches.

Figs. 15 and 16 show the performance of the
ACR scheme under two different speed patterns
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(medium speed pattern V2 and high speed pattern
V3). From these two figures, it is seen that Pd under
the medium speed pattern is a little higher than that
under the high speed pattern. On the other hand, Pb

is lower under the medium speed pattern. With a
lower speed patterns, the possibility that an ongoing
call is handed-off to another cell is smaller than that
under higher speed patterns. As a result, under the
lower speed pattern, the number of handoffs is smal-
ler, and consequently, the number of reserved chan-
nels at any given time is also smaller. Since the ACR
scheme is incorporated with reserved channel shar-
ing, the more the number of reserved channels, the
lower the probability Pd. This is the reason for Pd

being high and Pb being lower under the scenario
with the lower speed pattern as compared with the
scenario with the higher speed pattern. Another
observation is that neither Pd nor Pb is very sensi-
tive to a change in Tth under the low speed pattern.
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On the other hand, the sensitivity is much higher
under the high speed pattern. It is easy to
understand that under high speed pattern, a small
increase in Tth causes a much larger pre-reservation
area than the case under low speed pattern.
The increased pre-reservation area causes more
pre-reservation requests, which is beneficial to
handoff calls (helps to decreases Pd). On the other
hand, the increase pre-reservation area blocks more
new calls.

Note that there is a tradeoff in selecting the time
threshold. A lower time threshold reduces the new
call blocking probability and increases the handoff
call dropping probability, and vice versa. Since
there does not exist an optimal value of the time
threshold, the selection of the time threshold will
depend on the quality of service (QoS) requirements
of the network.
6.3. Effect of mobility

Our next goal is to gain a better understanding
on the effect on the mobility of MSs on the handoff
performance with the ACR scheme. In our next set
of simulations, the mobility model that we use is the
random waypoint model with a constant non-zero
speed as discussed earlier. The normalized Erlang
load of the cellular systems is 0.7. Fig. 17 depicts
the results of these simulations. We see that with dif-
ferent chosen speeds, the handoff call dropping
probability (Pd) with the ACR scheme does not
change by much. Moreover, there does not exist
an optimal time threshold value for minimizing
Pd. This is in contrast to the observations that we
see in Section 5 (Fig. 12). This observation demon-
strates that the ACR scheme can actually alleviate
the sensitivity of the handoff performance to the
threshold time parameter and hence, the threshold
distance. Note that this is unlike with PCR where
the performance is sensitive to the choice of the
threshold distance (depends on an associated
parameter a) as discussed earlier.12
12 We wish to point out that one cannot map a to the threshold
time directly without taking into account the speed of the MSs.
However, if one makes an assumption with regards to the
mobility of MSs (say, the average speed of MSs is V), then a will
be approximately equal to V · Tth, where Tth is the threshold time
in the ACR scheme. As we point out in the paper, the ACR
scheme alleviates the sensitivity of the speed of the MSs to the
handoff performance; the sensitivity is high with the PCR scheme.
6.4. Effect of the size of Tu

As discussed, Tu is the variable-length period and
is modelled with the exponential distribution. This
variable-length period is used to determine the fre-
quency of stops, and the changes in the direction
and speed of each MS. It is therefore important to
investigate the effects of this parameter on the
performance results obtained. We perform simula-
tions with different Tu values and obtain perfor-
mance results in terms of our metrics of interest.
Fig. 18 shows the results Pd and Pb with different
mean Tu values. As seen from the results, the
smaller the size of Tu (i.e., the more frequent the
changes in MSs’ motion), the higher the value of
Pd. With a high frequency of changes in motion, a
MS may reserve a channel but may change its direc-
tion of motion later such that the earlier reserved
channel is not useful anymore. This is in agreement
with the results in Fig. 18(c); here we observe that a
smaller Tu leads to a higher false reservation proba-
bility. However, as seen in Fig. 18(b), the new call
blocking probability remains more or less unchanged
for different values of Tu. This is because the average
number of reserved channels in a cell (and thus, the
average number of free channels in a cell) should still
be around the same, given that the distribution of
MSs and their average speeds are the same.

The comparison of the ACR scheme with the
PCR scheme in terms of performance with the low
speed pattern V1 is shown in Fig. 19. By choosing
Tth = 3 s with the ACR scheme and the threshold
distance Dth = 0.723Rc in the PCR scheme, the
two schemes have almost the same Pd for various
normalized traffic loads (see Fig. 19(a)).13 We will
say that a scheme outperforms the other if it has a
lower Pb.14 The ACR scheme decreases Pb by up
to 40% as compared with the PCR scheme (See
Fig. 19(b)). Similarly, by choosing Tth = 20 s in
the ACR scheme and Dth = 0.69Rc in the PCR
scheme, the two schemes have the same Pd. Corre-
spondingly the value of Pb in the ACR scheme is
lower by up to 15% as compared with that seen in
13 Since an exact match between the Pds is extremely difficult, we
try to determine scenarios in which Pds are almost identical.
14 We make the Pd of the PCR scheme a little bit higher (as

possible) than that of the ACR scheme to actually give an
advantage to the PCR scheme when we compare their Pbs. If the
Pb with the ACR scheme is lower than that with the PCR scheme,
we can confirm that the ACR scheme outperforms the PCR
scheme.
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the PCR scheme. Since the call incompletion prob-
ability Pnc is dominated by Pb, the ACR scheme
can ensure more completed calls than the PCR
scheme. Consequently, the ACR scheme achieves a
higher channel utilization than the PCR scheme.

Fig. 20 compares the performance of the two
schemes under the low speed pattern V2. In
Fig. 20(a), by choosing Tth = 3 s and Dth = 0.815Rc,
these two schemes have almost the same Pd for var-
ious normalized traffic loads. Correspondingly, in
Fig. 20(b), Pb with the ACR scheme is lower by
up to 8% as compared with that in the PCR scheme.
Similarly, by choosing Tth = 20 s and Dth = 0.76Rc,
the two schemes have almost the same Pd, and Pb
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with the ACR scheme is lower by up to 27% as com-
pared with that with the PCR scheme. One interest-
ing observation is that Pb with the ACR scheme is
much lower with a larger Tth under speed pattern
V2 (in contrast, Pb is somewhat higher if Tth is
larger as seen in Fig. 19(a)). Under the low speed
pattern, the average number of channel reservation
requests is smaller than that under the high speed
pattern, while the channel holding time of a call in
a given cell is longer. This would imply that the rate
at which the occupied channels are released will be
smaller if we have a low speed pattern and the res-
ervation request may therefore need a longer time
to get an idle channel. For the same value of Tth

and the same normalized traffic load, Pd under a
low speed pattern is higher and Pb is lower than
the corresponding values observed under a high
speed pattern.
Fig. 21 compares the performance of these two
schemes under the high speed pattern. In
Fig. 21(a), by choosing Tth = 3 s and Dth = 0.71Rc

we ensure that the two schemes have almost the
same Pd for various normalized traffic loads. In
Fig. 21(b), we see that Pb with the ACR scheme is
lower by about 30% as compared with that seen
with the PCR scheme. On the other hand, the
ACR scheme has almost the same Pd and Pb as
the PCR scheme when Tth = 15 s and Dth = 0.6Rc.
This is due to the fact that under high speed
patterns, if Tth is large, the channel reservation area
will become very large; consequently the fraction of
calls that make reservation requests in adjacent cells
will be large. The performance of the ACR scheme
will therefore deteriorate. However, even in this
unrealistic scenario, the ACR scheme still performs
as well as the PCR scheme.
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Since the ACR scheme is distributed, it can be
applied not only in homogeneous systems in which
every cell has the same size, shape and number of
channels, but also in heterogeneous systems in
which each cell might have a different coverage area,
a different shape and a varying number of channels.
The scheme may be expected to work well under
non-uniform traffic loads as well.
7. Conclusions

In this paper, we study different predictive chan-
nel reservation schemes for cellular networks and
evaluate the effect of pre-reservation size to the
handoff prioritization performance. Both the
analytical results with one-dimensional cellular net-
works and the simulation results with two-dimen-
sional cellular systems show that when the
reserved channels are not shared by the handoff
calls, i.e., when the reserved channel is strictly
mapped to the mobile station that made the reserva-
tion, there exists an optimal pre-reservation area
size, at which the handoff dropping probability is
minimized. However, if reservations are pooled,
i.e., the set of channels that are reserved are
allocated to handoff calls on a first come first served
bases, the value of Pd strictly decreases with an
increase in the pre-reservation area size. We also
propose an adaptive channel pre-reservation scheme
that overcomes the deficiencies of the prior pre-res-
ervation schemes. The proposed scheme uses GPS
measurements to determine when channel pre-reser-
vations are to be made. The key idea is to send a
channel pre-reservation request for a possible hand-
off call to a neighboring cell not only based on the
position and orientation of the owner mobile
station, but also as dictated by the speed of the
mobile station towards the target cell. The scheme
also integrates reserved channel sharing, reservation
queuing and reservation cancellation, which have
been proposed and used in the PCR scheme [1], with
threshold time concept to prioritize handoff calls
and improve the overall channel utilization. Exten-
sive simulations are performed and the simulation
results show that our adaptive channel reservation
scheme can accommodate more new calls (has lower
new call blocking probability) than the previously
proposed PCR scheme while maintaining the same
value of handoff call dropping probability for any
given traffic load.
Appendix A

In this appendix, we derive the probability distri-
bution functions (PDF) and cumulative distribution
functions (CDF) of some random variables that are
used in this paper.

From Eq. (12) we see that the CDF of the overall
channel holding time Tch, denoted by F T ch

ðtÞ, is
expressed in terms of F T ch1

ðtÞ, F T ch2
ðtÞ and F T ch3

ðtÞ,
where T ch1

¼ minðT c; T npÞ, T ch2
¼ minðT c; T nnþ T pÞ

and T ch1
¼ minðT c; T pk�1

þ T n þ T pk
Þ. Since both Tc

and Tnp are exponentially distributed with
E[Tc] = 1/l and E[Tnp] = 1/g respectively, T ch1

is
also exponentially distributed with E½T ch1

� ¼
1=ðlþ gÞ. In order to obtain the CDFs of random
variables T ch2

and T ch3
, we need to first obtain the

CDFs of Tnn + Tp and T pk�1
þ T n þ T pk

.
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Let Td = Tnn + Tp. The PDF and CDF of Td are

fT d
ðtÞ ¼

R t
0

fT pðsÞfT nnðt � sÞds ¼
R t

0
ce�csge�gðt�sÞds

¼
cg

c�g ðe�gt � e�ctÞ if g 6¼ c; and

g2te�gt if g ¼ c;

(

ðA:1Þ

and

F T d
ðtÞ ¼ 1� ce�gt�ge�ct

c�g if g 6¼ c; and

1� e�gt � gte�gt if g ¼ c:

(
ðA:2Þ

Then, the CDF of T ch2
¼ minðT c; T nn þ T pÞ ¼

minðT c; T dÞ can be expressed as

F T ch2
ðtÞ ¼ F T cðtÞ þ F T d

ðtÞ½1� F T cðtÞ�

¼
1� ce�ðlþgÞt � ge�ðlþcÞt

c� g
if g 6¼ c; and

1� e�ðlþgÞt � gte�ðlþgÞt if g ¼ c:

8><
>:

ðA:3Þ

Let Tx = Tnp + Tn + Tp = Tnp + Td . The PDF and
CDF for Tx are

f T x
ðtÞ ¼

Z t

0

fT d
ðsÞfT npðt�sÞds

¼

R t
0

cg
c�g

ðe�gs�e�csÞce�cðt�sÞds if g 6¼ c; and

R t
0
g2se�gsge�gðt�sÞds if g¼ c:

8><
>:

¼

c2g

ðc�gÞ2
½e�gt�e�ct�ðc�gÞte�ct� if g 6¼ c; and

g3

2
t2e�gt if g¼ c;

8>>><
>>>:

ðA:4Þ

and

F T xðtÞ ¼

1� c2e�gt

ðc�gÞ2 þ
cge�ct

ðc�gÞ2

þ ge�ct

c�g þ
gcte�ct

c�g if g 6¼ c; and

1� e�gt � gte�gt

� g2

2
t2e�gt if g ¼ c:

8>>>>>><
>>>>>>:

ðA:5Þ

Since T ch3
¼ minðT c; T np þ T n þ T pÞ ¼ minðT c; T xÞ,

by following a methodology similar to the one fol-
lowed in deriving the CDF F T ch2

ðtÞ, we obtain the
expression of F T ch3

ðtÞ to be
F T ch3
ðtÞ ¼

1� c2e�ðlþgÞt

ðc� gÞ2
þ cge�ðlþcÞt

ðc� gÞ2

þge�ðlþgÞt

c� g
þ cgte�ðlþcÞt

c� g
if g 6¼ c; and

1� e�ðlþgÞt � gte�ðlþgÞt

�g2

2
t2e�ðlþgÞt if g¼ c:

8>>>>>>>>>>><
>>>>>>>>>>>:

ðA:6Þ
Using the CDF expressions (F T ch1

ðtÞ, F T ch2
ðtÞ and

F T ch3
ðtÞ) that we thus obtained, we can compute the

CDF of the overall channel holding time Tch (see
Eq. (12)).
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