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Abstract— In wireless sensor networks, data from sensors has
to be transported to a central server or sink. Since the sensors are
power-constrained devices, the data is typically fused en route, and
an aggregated report of fused information is finally available at the
sink. It is important that information from as many sensors as pos-
sible be fused in order to increase the credibility of the aggregated
report. However, in sensor networks there may be faulty sensors
or even malicious intruders that generate and report misleading
information. Thus, it is important to collect and fuse enough cor-
rect reports that agree with each other; this would enable nodes
that perform fusion to detect and ignore the effects of the faulty
reports. In this work, we propose a protocol called Corroborative
Aggregation Protocol (CAP), in which, each sensor that detects
a report from its neighbor that contradicts its own findings gen-
erates its own report to dispute the faulty report. The idea is to
increase the number of correct reports so as to effectively reduce
the adverse effects of faulty reports. We show by simulations that
CAP is effective in maintaining the credibility of the final fused
content even if approximately 30 % of sensors within a detecting
zone are wrong about an event.

I. INTRODUCTION

Due to rapid advances in VLSI, RF and embedded processor
technologies, the widespread use of wireless sensor networks to
obtain physical quantities, such as temperature, pressure, etc.,
from the environment anywhere and at anytime is becoming
the reality. Such a sensor network usually consists of hundreds
or thousands of micro sensors with the capability of wireless
communications and the ability to perform adequate process-
ing to interpret the sensed data [1] [2] [3]. The information
generated by the sensors is to be ultimately delivered to a cen-
tral server or sink. Since the sensor network is typically energy
and bandwidth constrained, it is important to process the data
en route, and make local interpretations to reduce the amount
of data flowing to the sink. This process is known as data fu-
sion [4][6][7]. Typically, the region in which the sensors are
dispersed is large in comparison with the limited transmission
range of individual sensors and hence, a given sensor cannot
directly communicate with all of the other sensors that might
detect a common event. One might envision that at each sen-
sor node at which data is received from multiple other sensors,
information is fused to the extent possible. Thus, data will be
fused multiple times, in stages. As data is relayed towards the
sink, sensor nodes may collect data (probably already fused to a
certain extent) from other sensors and perform data fusion. As
an example in Fig. 1, node C fuses the data received from nodes
E and F, and node B in turn fuses the information received from
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Fig. 1. A Structure to Perform Fusion at Multiple Levels

nodes C and D. The process wherein sensors detect an event and
the content related to the event is eventually aggregated at the
sink via multiple levels of fusion en route, is called a “round”
of aggregation.

The credibility of the aggregated report at the sink is a mea-
sure of the accuracy of the sensed information. In this paper,
we simply quantify the credibility of the aggregated report by
the number of corroborative individual sensor reports that are
fused in the aggregated report. Thus, the higher the number of
the corroborative sensor reports, the higher the associated cred-
ibility of the aggregated report.

As mentioned earlier, multiple nodes need to collaborate and
agree upon the detection of an event [3]. Typically, a collection
of nodes, which are within the geographic vicinity of each other
will be likely to detect the same event at approximately the
same time. The reports from those nodes should support each
other. However, some defective nodes or malicious nodes may
generate faulty reports. In this paper, we propose a distributed
protocol that facilitates co-ordination among sensor nodes to fil-
ter out these wrong reports. We name this protocol the Corrob-
orative Aggregation Protocol (CAP). In short, with CAP, each
sensor node that hears a faulty report is stimulated to generate
its own report disputing the faulty report. The goal is to increase
the number of correct reports in the event of a faulty report to
overcome adverse effects that may arise due to the wrong re-
ports.

The rest of this paper is organized as follows. In section II,
we describe related work. In section III, we describe our model
of the sensor network; this forms the framework for the stud-
ies in this paper. In order to fuse data effectively the fusion
operations at multiple levels ought to be synchronized. We de-
scribe a method (from our earlier work in [11]) for providing
this synchronization in section IV. We describe our protocol,
CAP in section V. Our simulation results and the evaluation of
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our protocol are presented in section VI. Finally, we conclude
our work in section VII.

II. RELATED WORK

The focus of our paper is unique and different as compared
with previous work on sensor data aggregation. In [9], The au-
thors present Directed Diffusion, in which, a sensing task is dis-
seminated from an aggregating sink throughout the network as
an interest. A node sets up a gradient upon the receipt of each
interest from its neighbor or neighbors. When a sensor node’s
profile matches the one indicated in the interest, it activates its
sensor to collect data, and sends the data message to each of its
neighbors for which it has gradients. In-network aggregation is
performed during data diffusion. This work however does not
address issues of the associated credibility of the aggregated
content, our scheme can be considered as a possible collabo-
rative information processing extension for Directed Diffusion
that helps improve the tolerance to sensor failures.

In [10], the authors propose a collaborative calibration
scheme, which exploits the redundancies in sensor measure-
ments under dense deployment scenarios and. Although the
focus of [10] is on the calibration of sensors, the overall philos-
ophy of the approach of exploiting the redundancies in sensor
reports in order to determine biases in sensor readings is simi-
lar to our objective. However, the authors do not investigate the
effects of erroneous reports on the credibility of the final fused
content.

Other Collaborative Signal and Information Processing
(CSIP) approaches in sensor networks have also been studied
under various application contexts [5], but these approaches fo-
cus more on detection, classification, tracking of targets, dis-
tributed compression, and active sensor querying, etc., rather
than the reliability of sensors reports in the existence of sensor
failures.

III. SENSOR NETWORK MODEL

In this section, we describe the basic framework of the sen-
sor network considered in this paper. A sensor network con-
sists of a large number of wireless micro-sensor nodes that are
distributed over a certain area. We limit the sensor network
we study to be homogeneous, which means all sensors are the
same in terms of various specifications. After sensors have been
dispersed, the distance between two neighbors can be measured
by using the received signal strength indicator (RSSI), the time-
of-arrival(ToA), the time-difference-of-arrival (TDoA), and the
angle-of-arrival (AoA) [8]. The area may be divided into a
number of regions based on the positioning precision require-
ments, sensing range of the sensors and other application spe-
cific requirements. Each micro-sensor node has at least one
sensor, a computation unit and a radio transceiver. There are
three circumstances that would cause a sensor node to send a
report to the sink. First, sensor nodes periodically send reports
to the sink and we call this periodical reporting. Second, the
sink queries sensors in specific regions for current sensed in-
formation and we refer to reports generated in response as sink
inquiry response reports. Third, due to the occurrence of cer-
tain events, reports are triggered from sensors in the particular

region in which the event occurs; we call these reports event
triggered reports. In this paper, we limit ourselves to event-
triggered scenarios; however, note that the schemes that we pro-
pose can easily apply to the other scenarios as well, with minor
modifications. Depending on the target event (application) and
the types of sensors deployed (temperature sensors, pressure
sensors, motion sensors, etc.), the way in which data is fused
may vary. Data fusion models for various types of sensed data
may be found in [12]. The protocol we propose in this paper is
independent of the fusion model used; however, to simplify our
analyses and simulations, we assume that the data that a sensor
generates only represents whether or not an event occurs. A
fused report would simply contain a count of the number of re-
ports that either confirm or dispute the occurrence of the event1.

Typically, the sink is distant from the area where the sensor
nodes reside. The sensor data has to be ultimately relayed to the
sink via multiple sensor node relays. One can then visualize the
data being transferred via a structure that facilitates the many-
to-one data transport. In some sense, building such a structure
is akin to building a single source multicast tree; the difference
is that instead of data propagating from the single source to the
multicast group members, the data flows in the opposite direc-
tion, i.e., from the members to the sink. A second difference is
that en route, data may be fused at various vantage points on the
tree. The topology of this aggregation tree determines the effi-
ciency with which data may be fused, to a certain extent. The
discussion of the algorithms that generate and maintain this tree
are beyond the scope of this paper. Our only requirement is that
each sensor node is aware of its immediate neighbors; specifi-
cally it should know its parent i.e., the sensor node to which it
sends data (either fused or raw) and its children, sensors from
whom it receives data. For the purposes of this paper we simply
create this tree using the breadth first search (BFS) technique
[17]. Note however that, any other technique for building a
tree (with arbitrary characteristics) may be used. Each non-leaf
node or internal node is responsible for relaying (after possibly
performing fusion) data received from its children towards the
sink node. We assume that the aggregation tree is formed at the
network initialization phase, and is dynamically re-organized
as sensors sleep, wake up or fail. We note that in the aggrega-
tion tree, we refer to nodes as being at particular layers. The
sink is at the lowest layer (Layer 0) whereas the leaves are at
the highest layer. Furthermore, note that multiple trees may be
formed for gathering information from multiple (possibly geo-
graphically separate) sensor sets.

We assume a high density of sensor nodes and that multiple
sensors detect each event. The credibility of the final report at
the sink is directly reflected by the total number of reports that
are fused and we denote this number by TN. Further, we define
an additional metric which we call “Index of Credibility” (IC),
as follows:
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In contrary, another example of data fusion might involve an attempt to esti-

mate the precise location of a target by extrapolating its distance computations
from multiple sensors whose co-ordinates are known. Even here, the more the
reports the more precise will be the estimated position of the target.
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where, TNP is the total number of nodes that indicate the occur-
rence of an event (defective nodes or malicious intruders may
give opposite responses). Thus, the value of

� �
indicates the

accuracy of the reported content at the sink, with regards to the
occurrence of the event in terms of concurring reports.

We restrict ourselves to the occurrence of a single event in
this work. Multiple events can be treated individually by using
the same method. Note that by either including query identi-
fiers or by associating time-stamps and geographical position
with events, one could identify a particular event. If a sensor is
unable to fuse data (application layer function), it may still be
able to simply concatenate reports to the extent possible to save
on header overhead.

The credibility of the aggregated data received by the sink is
of great importance. A false alarm or an undetected alarm may
be of significant consequence leading to either wastage of pre-
cious resources or an inappropriate reaction in response to an
event. There are two types of effects that cause erroneous data.
The first is due to a node’s functional defects. As mentioned
earlier, a micro-sensor node consists of sensors, a computation
unit and an RF transceiver. The computation and transceiver op-
erations are typically more robust than the sensing operations.
Bit errors in a packet caused by a harsh noisy channel can be
detected and even corrected through CRC, FEC or other error-
detecting and correcting codes [14]. We are mainly concerned
with sensor defects and erroneous sensor reports. One could
also envision the presence of malicious sensor nodes that at-
tempt to transmit misleading reports. Ideally, security protocols
such as SPIN [13] are to be implemented in the entire network
to ensure data confidentiality and integrity. However, this will
introduce extra costs in terms of energy consumption, overhead
and computation power. Obtaining multiple reports that corrob-
orate each other can provide a ”weak” notion of security against
isolated malicious reports. We emphasize here that this is but a
”weak” protection and compromise of aggregating nodes close
to the sink can prove to be catastrophic in the absence of robust
security mechanisms. The purpose of our protocol, CAP (to
be described), is to provide some robustness to tolerate faulty
sensors as opposed to overcoming security threats.

IV. SYNCHRONIZATION OF FUSION LEVELS

In order to ensure that the sensed data be fused efficiently en
route the sink, it is important that the fusion events at the various
levels of the aggregation tree be synchronized. We propose a
protocol called the Multilevel Fusion Synchronization (MFS)
protocol that facilitates this synchronization in [11]. We use
this protocol for synchronizing the fusion events in the sensor
network in this paper and describe MFS here for completeness.

With MFS, the sink determines system parameters that are
represented by MAX and

�
and during the phase when the

aggregation tree is set up (or refreshed) indicates the values
of these parameters to the relevant sensor nodes. The choice
of MAX and

�
depend upon the trade-off that the user (sink)

wishes to achieve between the credibility of the final fused re-
port and the latency incurred during a round of aggregation.

Upon sensing an event, a leaf node on the tree immediately
transmits a raw report to its parent on the tree. The receipt of
this report triggers a timer at the parent node. We refer to all

non-leaf nodes as internal nodes. An internal node, upon set-
ting its timer, stimulates its neighbors by broadcasting a START
message. The stimulus, in turn, causes the neighbor nodes to
trigger their timers to indicate the beginning of the fusion op-
eration for the associated event. Thus, the timer at an internal
node is triggered by any of the three following events, (a) the
detection of the event by the internal node, (b) the receipt of the
first incoming report from one of its direct children, or (c) the
receipt of a START message from a neighbor. The timer, thus
triggered, will expire (MAX - K*

�
) seconds later, where K is

the distance (in hops) from the internal node to the sink. Upon
the expiry of the timer, data received will be aggregated and
passed further up in the tree. We assume that late reports with
regards to the event are simply discarded. Instead, another pol-
icy might be to send these late reports towards the sink without
performing any fusion. This may be inefficient and expensive
in terms of power consumption.

V. THE COLLABORATIVE AGGREGATION PROTOCOL

(CAP)

Our objective in CAP, as mentioned earlier, is to provide ro-
bustness to faulty sensor reports. We allow sensor nodes to take
advantage of the broadcast channel and operate in a promiscu-
ous mode when possible, to overhear sensor reports generated
by neighboring nodes. When a leaf node generates a report, it
transmits the report to its parent immediately by means of a P-
pac (Positive-packet). Its neighbors overhear this P-pac. If an
overhearing neighbor is a leaf node and it disputes the report,
it could potentially generate (to be discussed later) an N-pac
(Negative-packet) and transmit the N-pac to its parent node. If
the overhearing node is a leaf node and it corroborates the re-
port, it simply ignores the P-pac. An internal node, upon the
receipt of a P-pac, triggers its timer if it has not done so yet.
If the P-pac is destined for this internal node, the internal node
includes it for aggregation. An internal node also checks to see
(a) if it has also detected the event reported by the P-pac; or
(b) if it has received other P-pac messages corroborating the
event, at the expiry of its timer. If neither of the above is in
the affirmative, the internal node could potentially generate an
N-pac and include it with the aggregated report. Thus, it would
intentionally reduce the credibility of the aggregated report.

It is important to ensure that an N-pac generated by a leaf
node does not trigger other nodes to generate new messages
disputing the N-pac and that the process of corroboration be re-
strained to the area in which the event occurs. Thus, if a node
wants to dispute a report, it does not generate an N-pac all the
time, but only with a probability � . In another word, there is
only � chance that the opinion of the disputing node will be
taken into account. The probability � depends on the density of
the sensor network, the sensor’s sensing range R and the place-
ment of sensors. We define a sensor S’s sensing range R to be
the radius of the circle area A with S at its center. All events that
occur inside A can be detected by S while any event that occurs
outside A can not be detected by S. We also refer to circle A to
be S’s coverage. As shown in Fig. 2, the probability � of a pair
of nodes ��� and ��� detect the same event equal to the ratio of
the area of the overlap between the coverages of the two nodes
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to the coverage of a single sensor node. Thus, we can calculate
� to be
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where d is the physical distance between nodes ��� and � � .
As we mentioned in the previous section, it can be established
by measuring one or more characteristics of the radio signal. By
introducing the probability � , we weight the credibility of each
potential disputing nodes basing on its distance to the sensing
nodes. This policy is based on the intuition that nodes which are
in close proximity are all likely to detect an event that occurs in
the vicinity. Thus, if a faulty sensor transmits a false report,
given that other sensor nodes in its proximity do not detect the
event, one might expect that a number of disputing (correct) re-
ports will be generated. In the other hand, a real event will also
receive certain number of disputing (wrong) reports. However,
because those disputing nodes which do not detect the event are
not in the close vicinity of the event, thus are likely far away
from those sensing nodes also, the values of � of the disputing
node will be small, which will keep the number of disputing
(wrong) reports low. Note that implicit in this discussion is an
assumption that typically one might expect a high density of
micro-sensors (as assumed in other literature [1]).

To summarize, CAP provides a method by which correct re-
ports are confirmed by reinforcement and the credibility of iso-
lated reports are reduced.

VI. SIMULATION AND RESULTS

We implemented CAP and MFS in ns-2 [15]. For our simu-
lations we make use of the CMU Monarch group’s mobility ex-
tensions [15]. The existing implementation of the IEEE 802.11
[16] MAC layer protocol is used.

�
(sec) 0.03 0.08 0.16 0.22 0.28

IC( � ) 81.35 95.72 95.02 97.65 89.03

Table.1 Index of Credibility(IC) of Data with CAP

We uniformly randomly distributed one hundred nodes over a
100m*100m square area, The sink resides outside the field and
close to one of the corners of the square region. We assume the
radio range of sensor node to be 50m and the sensing range to be
25m. An event happens at a randomly chosen point within the
field of interest. We include the MFS protocol to synchronize
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the fusion operations at various levels on the tree as described
earlier. We set MAX to be 1.2 seconds (as in [11]), and we run
tests over different values of

�
.

We performed the following simulation experiments for each
random distribution of the sensors:
(a) We use a scenario with no faulty sensors to ensure that im-
plementing CAP does not degrade the performance in terms
of the credibility of the aggregated report under normal con-
ditions;
(b) we introduce faulty sensors that report wrong information
about an event that actually occurs;
(c) faulty sensors report the occurrence of a phantom event by
means of P-pacs.

In Fig. 4, we compare the performance of the MFS proto-
col with and without being complemented by CAP. Note that
the average total number of aggregated individual reports indi-
cating the occurrence of the events (denoted by TNP to denote
“Total Number of Positive packets”) with CAP is almost iden-
tical to the average total number of the individual reports (TN)
when CAP is not included. The inclusion of CAP however, pro-
duces additional reports from nodes that dispute the occurrence
of the events. Since, in this experiment, we had no faulty sen-
sors, these disputing reports are from nodes that are not within
the sensing zone and thus, do not sense the events. Since these
nodes do not detect the events, they generate N-pacs disputing
credibility of the reported information. Let us call such nodes
mislead nodes. However, we observe that the number of such
mislead nodes is fairly small, and a high level of Index of Cred-
ibility is associated with the fused content ( ������� ) in spite of
these contradictory reports (Table. 1).

Next, for each of the above events in each of the above setups,
we randomly pick certain number of nodes which generate a P-
pac in the above simulation, and make them the faulty nodes,
i.e. force them to drop the report. We vary the number of the
faulty nodes that produce no report. Our metrics of interest are
TNP, TN, and the Credibility of the fused content.

Fig. 4 and 5 show that even when the number of faulty sen-
sors increases to 7 (which is more than 30% of the total number
of nodes in the sensing zone), the aggregated data still has a IC
of above 70%. Thus, the sink will have enough corroborative
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information to make a good decision.
Note here though, since we assume only the sensing com-

ponents to be faulty, these faulty nodes can generate disput-
ing wrong results upon overhearing P-pacs from the defect-free
nodes, due to CAP. Furthermore, note from Fig. 4, that as the
number of faulty sensor nodes increases, the values of TNP and
TN actually go down. The decrease in TNP is because of a
lower number of defect-free sensors. The decrease in TN is be-
cause of the obvious decrease in TNP, and a possible reduction
in the number of mislead nodes. The second factor is because
some mislead nodes in the previous test may not hear any P-
pac in the current tests, since their sources of P-pacs are faulty
nodes in this test and do not generate P-pacs any more. Thus,
the total number of reports fused, TN, decreases.

Finally, we randomly choose a certain number of nodes to be
faulty nodes, which wrongly report the occurrence of a phantom
event. We increased the number of such faulty sensors to up to
9. Fig. 7 shows that the Index of Credibility of such reports
stays fairly low (under 45%) due to disputing reports from the
good nodes that overhear the faulty reports. Also note in Fig. 6,
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that the value of TN increases much more steeply as compared
with the value of TNP (note that P-pacs are now generated by
the faulty nodes). This is because of a significantly higher in-
crease in the number of reports from the disputing defect-free
sensors. Thus, CAP provides tolerance to faulty sensors.

VII. CONCLUSIONS

In wireless sensor networks, raw data from sensors is fused
and transported to a central sink. In the presence of faulty sen-
sors the credibility of this final fused content can be seriously
affected. In this paper, we propose a protocol (Corroborative
Aggregation Protocol) that helps improve the credibility of the
fused content in the presence of faulty sensors. CAP works on
the principle of having multiple sensors corroborate each other
and by having each sensor, upon the receipt of a report, gener-
ate a negative re-enforcement report contradicting the original
report at a probability � which is a measurement of proximity
of itself to the original reporting node. Our simulation results
quantify the performance of our protocol and show that use of
CAP is a viable option for sensor networks. In particular we
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show that CAP does not degrade performance of the network
during normal operations (no faulty sensors). We also show
that in typical scenarios, with CAP, the credibility of the fused
content (quantified in terms of the percentage of correct raw
reports that are fused) is as high as 80 %.
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