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ABSTRACT
In today’s productivity environment, users are constantly
researching topics while consuming or authoring content in
applications such as e-readers, word processors, presentation
programs, or social networks. However, none of these appli-
cations sufficiently enable users to do their research directly
within the application. In fact, users typically have to switch
to a browser and write a query on a search engine. Switch-
ing to a search engine is distracting and hurts productivity.
Furthermore, the main problem is that the search engine is
not aware of important user context such as the book that
they are reading or the document they are authoring. To
tackle this problem, we introduce the notion of contextual
insights: providing users with information that is contex-
tually relevant to the content that they are consuming or
authoring. We then present Leibniz, a system that provides
a solution for the contextual insights problem.

1. INTRODUCTION
We introduce the notion of contextual insights: providing
users with information (“insights”) that is contextually rel-
evant to the content that they are consuming or authoring.
As an example, consider a user who is reading an article
on President Obama’s address to the nation on the Syrian
crisis. At some point, the user may highlight the term “Rus-
sia” and ask the system for contextual insights. Figure 1
shows a screenshot of the resulting contextual insights ex-
perience. These results include the Wikipedia articles “Rus-
sia”, “Russia’s role in the Syrian civil war” and “Russia-Syria
relations”. Now, suppose that the user highlights a different
term: “weapons”. Then, a good contextual insights result
might be the Wikipedia article “Syria and weapons of mass
destruction”. Clearly, these results are dependent on the
context of the document that the user is reading.

At a high level, the input to the contextual insights problem
consists of: 1) A focus of attention, 2) a context, and 3) a
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President Obama Addresses The Nation 
About The Syrian Crisis
On August 21st, a chemical weapons attack in Syria 
killed more than a thousand people. President 
Obama blamed the Syrian government and called 
for a punishing military strike. But he agreed to ask 
Congress to authorize it. Polls showed most 
Americans opposed and Congress appeared set to 
say  no.  U.S.  allies  weren’t  much  help.  Facing  
political defeat, the president took his case to the 
American people last night. But in the meantime 
the government of Russia had seized on an off-
hand remark by Secretary Kerry and proposed that 
Syria turn over its chemical weapons and submit to 
inspections. 

Russia's role in the Syrian civil war
Since the Syrian civil war began in 
2002 between President Bashar 
al-Assad's government and 
thousands of demonstrators, 
Russia has played a strategic role 
in the unfolding of the crisis on 
the world stage. In a historical 
context  ….

Russia–Syria relations
Russia–Syria relations refers 
to the bilateral relationship 
between the two countries, 
Russia and Syria. Russia has 
an embassy in Damascus 
and had a consulate in 
Aleppo, since closed down. 
Syria  has  an  embassy  in…

Figure 1: Contextual Insights experience.

knowledge base. The output consists of elements from the
knowledge base (Web pages, entities, etc.) that are relevant
to the focus of attention and the context. In this paper, we
present a system, called Leibniz, that provides a solution for
the contextual insights problem, implementing a general ar-
chitecture that leverages existing search engine technology;
and an experimental evaluation of the Leibniz contextual
insights system.

Contextual insights is related to entity linking [1]: In our
example, entity linking techniques can readily produce the
Wikipedia article on the country “Russia” (as opposed to,
say, the town called “Russia” in Ohio), but obtaining re-
sults that are contextually relevant to the document, such as
“Russia’s role in the Syrian civil war” is beyond their scope.
It is also related to previous work on web search within con-
text [2, 3]. Like conventional web search, existing contextual
search systems assume that (1) users explicitly provide the
queries that they have in mind; and (2) a bad set of results
is worth the same as no result at all. Both assumptions are
dropped in contextual insights, which introduces the need
for components such as prediction of focus of intent and
context-based filtering of results.

2. CONTEXTUAL INSIGHTS FRAMEWORK
The architecture of the Leibniz system is shown in Figure 2.
Its main components are smart selection, which predicts the
focus of attention given some text highlighted by the user;
context extraction, which chooses terms from the context to
be used to build an appropriate query; query formulation,
which builds the actual query for the search engine; and
result post-processing, which re-ranks and filters the results
of the search engine in a context-aware fashion.
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Figure 2: The Contextual Insights architecture.

To illustrate the architecture, suppose that a user is read-
ing the article on the Syrian crisis on a touch-enabled de-
vice, and taps on the word “Federation” in the sentence
“The Russian Federation has proposed a plan for the de-
struction of Syria’s chemical weapons”. The smart selection
component would then predict that even though the user
highlighted “Federation”, the intended focus of attention is
“Russian Federation”. The context extraction component
would choose representative context terms such as “Syria”
and “chemical weapons”. The query formulation compo-
nent would then build a query such as russian federation

(syria or "chemical weapons"), and issue it to the search
engine. Finally, the post-processing component would use
the entire context of the focus and the output of the search
engine to decide which results are to be shown as insights.

Some key design choices include:

• Predict the focus of attention. In our example, it is un-
likely that sending the query federation to the search
engine will produce results related to Russia. Thus, we
need to predict the focus of attention in order to form
a meaningful query.

• Add context terms to the query. One might imagine
a different design option that would simply send the
terms of the focus of attention to the search engine.
The problem with such approach is that search en-
gines return only a limited number of results. So if we
just send the query russian federation to the search
engine, it is unlikely that that it will return any result
related to the Syrian crisis context.

• Adapt the results of the search engine via post-processing.
Conventional information retrieval systems always re-
turn results if the corpus contains documents lexically
related to the query. In contrast, in the contextual in-
sights problem, it is acceptable, and occasionally even
desirable, not to show any insights for a given focus.

3. EXPERIMENTAL EVALUATION
3.1 Experimental Setup
We employed a corpus consisting of all English textbooks
from the Wikibooks site. We randomly sampled 100 books
from the corpus, and one paragraph from each book. The
paragraphs were then shown to a human annotator, using a
UI that shows the paragraph in the context of the page of the
book where it appears. The annotator was asked to choose
from the paragraph any phrases for which she would like to
see additional information using an external resource (such
as an encyclopedia, Wikipedia, a search engine, etc.) This
resulted in a total of 337 selected phrases, which constitutes
the set of focus phrases that we consider in the experiments.

For each experiment, we ran every focus in the test set
through the system, which resulted in a set of (focus, in-
sight) pairs. The annotation was done by an independent
vendor, who was provided with the appropriate guidelines
and a user interface designed for that purpose. We measured
the system using precision and recall.

3.2 Results
The goal of these experiments is to evaluate the end-to-end
quality of Leibniz as a contextual insights system. To do so,
we compare the following two systems:

• The Leibniz contextual insights system, where we con-
sider 100 words to each side of the focus as context.
All parameters are tuned based on a validation set
We use Wikipedia as knowledge base (i.e., we add
site:en.wikipedia.org to the generated queries).

• A baseline system that consists of simply sending the
focus to a search engine, restricted to Wikipedia.

Figure 3 shows precision and recall at positions 1 and 3. For
Leibniz, we plot a precision and recall curve corresponding to
different threshold values from the post-processing compo-
nent. There is a single precision-recall value for the baseline
since it is not parameterized (i.e., it consists of a simple call
to the search engine). We can observe that Leibniz consis-
tently outperforms the baseline.
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Figure 3: End-to-end precision-recall

4. CONCLUSION
This paper introduces the concept of contextual insights,
where a user seeks insightful results for a certain word or
phrase, taking the context into account. We presented a
system called Leibniz that implements a solution for the
contextual insights problem and evaluated the relevance of
its end-to-end results.
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